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Abstract

In 2014, a chatty but immobile robot called
hitchBOT set out to hitchhike across Canada.
It similarly made its way across Germany and
the Netherlands, and had begun a trip across
the USA when it was destroyed by vandals. In
this work, we analyze the emotions and senti-
ments associated with words in tweets posted
before and after hitchBOT’s destruction to an-
swer two questions: Were there any differ-
ences in the emotions expressed across the
different countries visited by hitchBOT? And
how did the public react to the demise of hitch-
BOT? Our analyses indicate that while there
were few cross-cultural differences in senti-
ment towards hitchBOT, there was a signif-
icant negative emotional reaction to its de-
struction, suggesting that people had formed
an emotional connection with hitchBOT and
perceived its destruction as morally wrong.
We discuss potential implications of anthropo-
morphism and emotional attachment to robots
from the perspective of robot ethics.

1 Introduction

A small group of Canadian researchers created
the hitchBOT project in 2014, intersecting art, so-
cial robotics, and social science (Zeller and Smith,
2014; Smith and Zeller, 2017b). Its purpose was to
kindle the public’s engagement in arts and science,
as well as spark discussions about our societies’
attitudes towards robotics and technology. To this
end, hitchBOT, shown in Figure 1, was designed
to hitchhike alone across Canada (from Halifax
to Victoria), relying on the kindness of strangers
since it could not move on its own.

Figure 1: The hitchBOT robot.

The physical form of hitchBOT consisted of
‘pool noodle’ flotation devices for arms and legs,
rubber boots, a plastic bin wrapped in solar panels
for a body, and LED screens with facial anima-
tion on its head. GPS and 3G wireless allowed
hitchBOT to communicate location and other di-
agnostics to the home server, and enabled speech
recognition and automated dialogue via Clever-
script servers (Existor, 2016). Roughly the size
of a five-year-old child, hitchBOT was designed
to appear playful and non-threatening (Smith and
Zeller, 2017a).

To a large extent, hitchBOT was successful.
It traversed Canada, over 10,000 kilometres in
26 days, with no damage or adverse events, and
gained broad international interest. With more
than 35,000 followers on Twitter, 48,000 Likes
on Facebook, and 12,000 followers on Instagram,
hitchBOT incited a substantial level of engage-
ment on social media. Moreover, hitchBOT at-



63

tracted significant international media interest, en-
compassing all traditional media forms (TV, radio,
print media).

In 2015, a twin hitchBOT traveled Germany,
the Netherlands, and the USA. The latter jour-
ney began on 17 July in Marblehead, MA, but
abruptly ended in wilful destruction on 1 August,
in Philadelphia, PA, only 500 km away.

In this paper, we examine the emotional con-
notations of the words used in the Twitter dis-
course around hitchBOT, using existing crowd-
sourced lexicons for emotion and sentiment. Oth-
ers have started to investigate the emotional con-
nections people build through personal interac-
tions with robots (Young et al., 2009; Hirth et al.,
2011; Hwang et al., 2013; Damiano et al., 2015).
However, hitchBOT was exceptional in that the
vast majority of its many Twitter followers would
never meet it. In this sense, hitchBOT was similar
to a public figure, or celebrity, and its destruction
was a news-worthy event. As such, this represents
a unique opportunity to measure widespread pub-
lic opinion about robots and their treatment at the
hands of humans, without the complicating fac-
tor of personal ownership. Darling (2016) argues
that the degree of emotional connection we feel
towards non-human entities, and specifically the
emotional distress we feel when they are abused,
is a major factor in whether we agree as a soci-
ety to grant those entities legal protections beyond
the simple property rights of the owner. Therefore
it stands to reason that a better understanding of
public sentiment could help to inform the debate
over potential policies and regulations relating to
robots and their use (e.g., Lin et al. (2011)).

We specifically explore two questions here:

(1) Were there differences in the type or scale
of emotions expressed in each of the host coun-
tries? We compare the percentages of words as-
sociated with different emotions from the tweets
produced during each trip, to examine any cultural
factors in the public reaction to hitchBOT.

(2) What emotions were triggered when hitch-
BOT was destroyed? We compare the percent-
ages of different emotion words and the distri-
bution of positive and negative words produced
before and after hitchBOT’s destruction, to de-
termine the dominant emotional responses to the
event.

We begin with an overview of the related work

studying human emotions towards robots, and
then describe the corpus of tweets and the word–
emotion association lexicons used in this work.
We then present our findings, and conclude by
discussing some examples from the data in rela-
tion to issues of anthropomorphism, emotion, and
the question of how the ethical codes that govern
our behaviour toward humans and animals may (or
may not) apply to robots.

2 Background and related work

As robots become more common in our everyday
lives, there is a growing need to understand the
factors influencing interactions between humans
and robots, including the emotional component.
One active area of research focuses on developing
robots that can express emotion (Kühnlenz et al.,
2013); here, in contrast, we consider the emotions
expressed by humans towards robots. How do
robots make us feel? Many robots are designed
to promote anthropomorphism and zoomorphism
(the attribution of human or animal characteris-
tics to a non-human/animal entity), and it has been
shown that the degree to which we anthropomor-
phize a robot affects our emotional connection
with it (Riek et al., 2009). However, even robots
with little physical resemblance to a human or ani-
mal can induce emotional attachments (Sung et al.,
2007).

Our sentiments towards robots may depend
partly on cultural differences. Bartneck et al.
(2007a) administered a questionnaire on negative
attitudes towards robots to 467 participants from
seven different countries, including Germany, the
Netherlands, and the USA. The questionnaire was
divided into three subscales focusing on interac-
tion, social influence, and emotion. In general,
participants from the USA showed the most pos-
itive attitudes towards robots, particularly in their
openness to interacting with robots, although they
were more negative than the German or Dutch on
the topic of robot emotion.

Social media has proven to be a rich source of
data for sentiment and emotion analysis on a va-
riety of topics, using lexicon-based and machine
learning methods (e.g. Rosenthal et al. (2015); Gi-
achanou and Crestani (2016); Mohammad et al.
(2018)). However, very little work has focused
on the emotions expressed towards robots. Fried-
man et al. (2003) analyzed 3,119 forum posts re-
lating to the AIBO robot dog. They developed



64

a coding scheme to categorize posts as affirming
or negating the following characteristics in AIBO
robots: life-like essences, technological essences,
mental states, social rapport, and moral standing.
Interestingly, while most users affirmed aspects of
life-like essences, mental states, and social rap-
port, only 12% expressed that the AIBO dogs have
moral standing (e.g. a right not to be mistreated).
Mubin et al. (2016) annotated 235 Twitter posts
relating to the Nao robot, using a similar coding
scheme, finding that over half the tweets expressed
life-like essences and/or social rapport. Fink et al.
(2012) compared forum posts about AIBO dogs,
Roomba robot vacuum cleaners, and iPad tablets
for topic and degree of anthropomorphism. They
characterized anthropomorphic language as an at-
tribution to the device of: life-likeness, emotional
states or feelings, gender, personality, intention,
names, or status as a family member. They found
a generally higher frequency of anthropomorphic
language in posts which also expressed a feeling
or attitude towards the device, again supporting a
link between anthropomorphism and emotion.

Other work on social media has focused specif-
ically on users’ interactions with chatbots, such as
the infamous Tay chatbot. Tay was launched by
Microsoft in 2016 and promptly shut down a day
later, after her interactions with Twitter users re-
sulted in her learning to generate toxic and offen-
sive content. Neff and Nagy (2016) analyzed user
responses to the incident and found that most reac-
tions fell into two categories: those who saw Tay
as a helpless victim of human behaviour, and those
who viewed her as a threat or an example of tech-
nology spinning out of control. More generally,
we expect that there will be individual differences
in the degree to which artificial intelligence tech-
nologies are seen as useful and progressive ver-
sus threatening and dangerous, and this may be
reflected in the emotional responses observed.

The questions of how we feel when a robot
is harmed are open for debate. Friedman et al.
(2003) describe the outrage and disgust expressed
by some online forum users when an AIBO robot
dog was thrown into the garbage on live TV; some
Twitter users also expressed discomfort or sadness
in response to a video of a Boston Dynamics em-
ployee kicking a robot dog (Parke, 2015).

The ‘death’ of a robot can be even more emo-
tional. In Japan, when robot dogs break down per-
manently, they are sometimes honoured with Bud-

dhist funerals (Burch, 2018). Other work has ex-
plored the attachments that soldiers develop with
military robots, and the sense of loss that can fol-
low their destruction in battle (Carpenter, 2016).
Even the break-down of a Roomba can elicit “sur-
prising” levels of emotional distress (Sung et al.,
2007).

The prospect of ‘killing’ a robot can also be dis-
turbing to many people. Bartneck et al. (2007b)
report a study in which participants first interacted
with a robot, and were then asked to destroy it with
a hammer. Participants described feelings of guilt
and uneasiness (although, notably, it appears that
they all complied). Darling et al. (2015) reported
that, when faced with a similar task, participants
hesitated longer when the robot had been given a
name and personified back-story.

To summarize the related work as it applies
to our questions: we expect to see evidence for
different attitudes towards hitchBOT across coun-
tries, with the USA expressing more positive sen-
timent and openness towards the robot (Bartneck
et al., 2007a). After hitchBOT’s destruction, we
expect to see an increase in negative emotion, in-
cluding sadness at the loss of hitchBOT and anger
and disgust towards the perpetrator(s). However,
people who feel distrustful of technology or artifi-
cial intelligence may express opinions supporting
hitchBOT’s destruction.

3 Methodology

In this section we first present the Twitter data col-
lected for the analysis, then discuss our method-
ology for emotion analysis through the use of
two large, publicly-available lexicons for senti-
ment and emotion.

3.1 Twitter data

The raw dataset comprises 188,082 tweets con-
taining the token @hitchBOT, with the first tweet
posted on 29 May, 2014, two months before hitch-
BOT’s first trip, and the last tweet posted on 16
November, 2015, 3.5 months after its destruction.

We first remove all retweets with no additional
content (73,050 tweets), and all exact duplicates
(30,334 tweets). We also remove all tweets from
hitchBOT’s own Twitter account1 (494 tweets).
We determine the language of a tweet using the
Python langdetect library.2 The vast majority

1Tweets from this account were written by a human.
2https://pypi.org/project/langdetect/

https://pypi.org/project/langdetect/
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of tweets are written in English; to better capture
the emotions in the countries through which hitch-
BOT travelled, we also include all tweets writ-
ten in French (one of Canada’s official languages),
German, and Dutch. We exclude those written in
any other languages (20,132 tweets). We then pre-
process the tweets by replacing links, usernames,
and RT tokens with 〈URL〉, 〈@USERNAME〉, and
〈RT〉, respectively. After this step, any tweets con-
taining only links, usernames, and retweet tokens
are also removed (435 tweets). As a result, we in-
clude 63,632 tweets in the final dataset.

3.2 Emotion analysis

There are different theories regarding the catego-
rization and definition of emotions. In one view,
there is a finite set of universal emotions. In pi-
oneering work, Ekman et al. (1969) proposed a
set of six culturally-universal emotions (joy, sad-
ness, disgust, fear, anger, and surprise); Plutchik
(1984) later developed a set of eight basic emo-
tions (adding trust and anticipation).

An alternative theory seeks to describe emo-
tions in terms of their underlying factors, or di-
mensions. Russell (2003) argues in favour of three
largely independent dimensions, namely: valence
(positive versus negative), arousal (active versus
passive), and dominance (powerful versus weak).

In this work, we conduct our analysis from
both the categorical and dimensional perspectives
by using two lexicons: the NRC Emotion Lex-
icon (Mohammad and Turney, 2013), and the
NRC Valence-Arousal-Dominance (VAD) Lexi-
con (Mohammad, 2018). Both lexicons were
collected by crowd-sourcing annotations of emo-
tional associations with words, and are publicly
available.3 The NRC lexicons offer wider cov-
erage than most existing lexicons, and the use of
best-worst scaling in the VAD Lexicon has been
shown to lead to more reliable annotations than
those obtained using rating scales (Mohammad,
2018). The NRC lexicons have been extensively
validated for Twitter emotion and sentiment anal-
ysis (Tang et al., 2014; Yu and Wang, 2015; Chik-
ersal et al., 2015).

Briefly, the Emotion Lexicon contains emotion
labels for 14,182 unigrams. The labels are bi-
nary, indicating whether a word is associated with
(a) any of Plutchik’s eight basic emotions, and

3http://saifmohammad.com/WebPages/
lexicons.html

(b) positive or negative sentiment. The VAD Lexi-
con contains scores for 20,007 words along the di-
mensions of valence, arousal, and dominance. The
scores are real-valued and range from 0 to 1 along
each of the VAD dimensions. Note that the scores
do not have intrinsic meaning; rather, they repre-
sent the relative rankings of words along each axis.

In both cases, the lexicons were originally cre-
ated for English words; multi-lingual versions of
the lexicons are also available, but were obtained
by simply translating the English words to other
languages. This can lead to some ambiguity,
as one word may have multiple possible trans-
lations, and words may have different emotional
connotations in different languages and cultures.
However, Mohammad et al. (2016) showed that
when words were automatically translated from
English to Arabic, 90% of the Arabic words had
the same sentiment associations as the original En-
glish word, and Afli et al. (2017) reported similar
results for Irish.

In our analysis, the tweets are first tokenized
using the NLTK tweet tokenizer. We ignore all
words from the Cornell stoplist,4 as well as the
word token robot, which occurs in 30% of all
tweets. From the remaining word tokens, we in-
clude only the subset of words which are listed in
both the Emotion and VAD lexicons. For the ba-
sic emotions, we measure the percentage of words
associated with that emotion (i.e. out of every 100
words, how many are associated with sadness, joy,
etc.). For the VAD analysis, we focus primarily
on valence, and report the average valence of all
words (which are present in the lexicons), as well
as the distributions of valence values.

The number of tweets and word tokens for each
phase, as well as the number of word tokens which
are represented in the lexicons, are given in Ta-
ble 1. The ‘Other’ row includes tweets written be-
fore hitchBOT’s destruction, but while it was not
actively travelling (e.g. between trips). The ‘Post-
USA’ row includes tweets posted after hitchBOT’s
destruction which ended the USA trip.

4 Analyses

4.1 A contrast of nations

In the first analysis, we aimed to compare the emo-
tion words produced during each of the four trips
(i.e., the first four rows in Table 1). However,

4http://www.lextek.com/manuals/onix/
stopwords2.html

http://saifmohammad.com/WebPages/lexicons.html
http://saifmohammad.com/WebPages/lexicons.html
http://www.lextek.com/manuals/onix/stopwords2.html
http://www.lextek.com/manuals/onix/stopwords2.html
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Phase Tweets Tokens Lex.
1 Canada 8,490 131,846 21,843
2 Germany 1,625 23,171 3,457
3 Netherlands 211 2,970 478
4 USA 2,703 44,565 7,415
5 Other 5,316 82,090 13,430
6 Post-USA 45,287 714,441 116,752
Total 63,632 999,083 163,375

Table 1: Number of tweets and word tokens in the
various phases of hitchBOT’s existence, after pre-
processing. The ‘Lex.’ column indicates the number
of tokens appearing in both lexicons.

due to the relatively small number of tweets avail-
able for the Netherlands trip, we exclude these
data and compare only Canada, Germany, and the
USA (note that the USA data includes only those
tweets produced before hitchBOT’s destruction).
This corresponds to lines 1, 2, and 4 in Table 1.

Only a small fraction of tweets are labelled with
location information, and so for each country we
include all tweets posted within the duration of
hitchBOT’s visit to that country, with the assump-
tion that much of the Twitter content will be gen-
erated from inside the country of interest. There
is some evidence to support this: during the Ger-
many trip, 75% of tweets were written in German
(compared to 7% during the Canada trip 1% dur-
ing the USA trip).

Figure 2 shows the percentage of words associ-
ated with each emotion during each phase. Qual-
itatively, the distributions are similar across the
trips, with Twitter users in all countries produc-
ing more positive than negative emotion words,
and more words associated with anticipation and
joy than anger, disgust, fear, and sadness. How-
ever, there are some differences as well. To de-
termine whether the differences between countries
are significant, we first perform a χ2 test for each
emotion, comparing the observed word counts for
each emotion for each of the three countries to the
expected counts under the null hypothesis of no
difference between the countries. The χ2 test is
appropriate in the case of unequal sample sizes,
as we have here. Since we repeat this test 10
times, we use a Bonferroni-adjusted α of 0.005
as the significance threshold. In cases where a
significant difference is observed, we conduct a
post-hoc pairwise proportion test to determine be-
tween which countries the relevant differences oc-
cur. Since the pairwise procedure involves three
comparisons, we use α = 0.016 as the threshold
for significance.

Figure 2: A comparison of the emotions expressed
in tweets while hitchBOT travelled through different
countries. For all words in the tweets which are con-
tained in the emotion lexicon, we show the percentage
of those words that are associated with the various emo-
tions, by country.

Considering first the overall sentiment, there is
no significant different in the percentage of nega-
tive words produced in the three countries. Canada
produces the highest percentage of positive words,
although the difference is only significant com-
pared to the USA (p = 9.8×10−5).

For the basic emotions, there are no significant
differences between the countries on anger, antic-
ipation, joy, surprise, or trust. For disgust, Ger-
many has a significantly higher percentage than
both Canada (p = 6.6× 10−5) and the USA (p =
7.0× 10−6). The USA has the lowest percent-
age of fear words, significantly lower than both
Canada (p = 2.2×10−8) and Germany (p = 6.1×
10−5). Finally, the USA has the highest percent-
age of words associated with sadness compared
to both Canada (p = 4.2× 10−18) and Germany
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(p = 6.8×10−6).
While it is not possible here to analyze each of

these trends in detail, we do consider two illustra-
tive examples of what kinds of words are driving
these differences:

Why were people sadder during the USA trip,
even before hitchBOT’s death? This pattern
turns out to be driven by multiple discouraged
tweets around the start of hitchBOT’s American
journey, when the robot did not manage to leave its
starting point for a week, e.g. hitchhiking robot’s
cross-country trek off to a sluggish start and a
cross-country hitchhike is tough if no one will help
you leave massachusetts. Since hitchBOT’s de-
struction cut the trip short after only two weeks,
these early tweets have a larger impact than if the
trip had been completed as expected.

Why were people more disgusted during the
Germany trip? The most frequent word associ-
ated with disgust during the Germany trip is the
German schade, which in the NRC lexicons is
translated as the English bummer, which is associ-
ated with disgust. However, schade could also be
translated as shame or pity; in the Emotion Lex-
icon, shame is also associated with disgust, but
pity is not. This illustrates how different transla-
tions of the same word may have slightly different
emotional connotations. (A manual review of the
German tweets reveals that most occurrences of
this word correspond to the sense of “what a pity,”
rather than explicit disgust towards hitchBOT.)

While these differences certainly merit further
investigation, the overall impression is of remark-
ably similar emotional profiles in each of the three
countries visited.

4.2 The death of hitchBOT

In the second analysis, we partition the dataset into
those tweets written before and after hitchBOT’s
destruction (lines 1–5 versus line 6 from Table 1).
For convenience, we refer to these time periods
as Life and Death, respectively. Note that these
tweets could have been posted from anywhere in
the world, as long as they were written in English,
French, German, or Dutch. Figure 3 shows the
percentages of words associated with the eight ba-
sic emotions as well as positive and negative sen-
timent. The difference in emotion word percent-
ages between life and death is significant for every
emotion and sentiment (according to a χ2 test and

corrected for multiple comparisons).
Most trends are as expected, with increases in

anger, disgust, fear, sadness, surprise, and negative
sentiment after hitchBOT’s death. Similarly, we
observe a decrease in anticipation, joy, and pos-
itive sentiment. Counter-intuitively, the percent-
age of trust words shows a small but significant
increase after death. An examination of the data
suggests multiple reasons for this, including: the
negation of trust words (e.g. hitchhiking not safe
for robots either in us), irony (e.g. welcome to the
city of brotherly love), and word-sense ambigu-
ity (e.g. adorable hitchhiking hitchbot found mu-
tilated).

In terms of the magnitude of the changes, the
greatest relative difference is seen in the emotions
of anger (4.7 times greater after death) and disgust
(3.8 times greater), followed by sadness (3.6 times
greater). This pattern seems reasonable, given the
deliberate nature of the destruction.

Figure 3: A comparison of the emotions expressed in
tweets before and after hitchBOT’s destruction. For all
words in the tweets which are contained in the Emotion
Lexicon, we show the percentage of those words that
are associated with the various emotions.

We then consider the valence distribution of the
words produced before and after hitchBOT’s de-
struction. Valence is similar in some ways to the
positive-negative sentiments discussed above, but
contains much richer information about the inten-
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Figure 4: The valence distribution before/after hitchBOT’s destruction, for words contained in the VAD lexicon.

sity of the emotion. If we consider only the mean
valence, we do see a reduction from 0.67 in life, to
0.55 in death. However, Figure 4 offers a more
detailed picture of how the valence distribution
changes. A Kolmogorov–Smirnov test indicates
that the two distributions are significantly different
(p < 0.001). Specifically, we observe a substantial
increase in the lowest-valence words (i.e. those ex-
pressing strong negative emotion) after death.5

To qualitatively examine the words which are
found in these lowest-valence bins, the most
highly-frequent words in the three lowest bins are
given in Table 2. An interesting feature of these
words is how many of them reflect some level of
anthropomorphism and/or moral judgment. For
example, words like die, death, demise, killing,
and kill, imply the end of a life, at least metaphor-
ically. The word murder is even stronger, since
it denotes specifically the unlawful ending of a
human life. In terms of moral judgments, the
high frequency of words such as blame, shame,
terrible, and wrong suggest the belief that there
was something ethically wrong with destroying
the robot. The word crime is also significant in
this context, implying that this action was not just
ethically but also legally unacceptable.

5The distributions for arousal and dominance, as well
as interactive visualizations for all the figures in this pa-
per, can be accessed at http://saifmohammad.com/
WebPages/hitchbot.html

However, these views are far from universal.
We also observe many words which are not usu-
ally associated with actions against animate be-
ings, such as destroyed and destruction, as well as
broken and wrecked (not visible in Table 2, with
frequencies of 55 and 53, respectively). Further-
more, we note an apparent dissociation between
the degree of anthropomorphism expressed in the
tweet, and the polarity of the sentiment regard-
ing hitchBOT’s destruction. For example, among
tweets expressing dismay at the incident, some
mourn the loss of hitchBOT merely as a piece of
technical equipment in a science experiment:

so a canadian robotics students’ long,
successful experiment in trust ended a
few weeks after entering the states :(

while others attribute personality and mental state
to hitchBOT, and even refer to it with a nickname:

oh ’merica, what did you do to our
sweet, sweet @hitchbot poor little
hitchy.

Tweets which celebrate hitchBOT’s destruction
are in a minority, but there are several, and they
similarly range from describing hitchBOT sim-
ply as an object (albeit, an object that could be
‘killed’):

http://saifmohammad.com/WebPages/hitchbot.html
http://saifmohammad.com/WebPages/hitchbot.html
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i’m glad we killed hitchbot before it be-
came trendy to transport roadside trash
around the country

to attributing gender and personality:

philadelphia saves the world again, kills
#hitchbot. he was a smug bastard and
deserved to die

Attributing human-like characteristics to a
robot, but then not ascribing it moral standing (e.g.
the right not to be harmed), has interesting paral-
lels to the findings of Friedman et al. (2003) with
respect to AIBO dogs, and may also relate to the
observations of Neff and Nagy (2016) that Tay
the chatbot was sometimes viewed as a threat to,
rather than a victim of, humanity. However, the
examples here are merely anecdotal and additional
work will be required to annotate the data for these
various attitudes before we can draw further con-
clusions.

5 Discussion

There is a potential gap between what people write
on Twitter and how they truly feel about robots
and their destruction. On such a platform, there
may be a tendency to use emotionally provocative
language to attract attention and retweets. Even
ignoring this effect, clearly we can say, for exam-
ple, that a battery is ‘dead’ without thinking that it
was ever really alive. Friedman et al. (2003) also
discuss this disconnect between language and be-
lief, observing that in many cases, anthropomor-
phic language is used playfully and as an informal
shorthand (even in this paper, we find it simpler
to refer to hitchBOT’s life rather than the period
of time prior to hitchBOT’s destruction). In their
work, Friedman et al. (2003) conclude that, “we
are not saying AIBO owners believe literally that
AIBO is alive, but rather that AIBO evokes feel-
ings as if AIBO were alive.” Similarly, we cer-
tainly do not propose that the use of anthropomor-
phic language indicates that Twitter users actually
believed hitchBOT was a living thing, but rather
that their lexical choices reflect an emotional con-
nection with the robot, and subsequent empathetic
reaction to its destruction, akin in some ways to
that which might be evoked by a living being.

The human tendency towards anthropomor-
phism can have far-reaching consequences in
terms of what we view as ethical behaviour. In

Freq. Token Freq. Token Freq. Token
3061 destroyed 214 shame 127 blame
1477 demise 205 shit 124 terrible

739 death 185 hate 119 hell
417 destruction 178 wrong 105 die
413 murder 175 tragic 104 dangerous
360 kill 156 destroying 101 crime
277 mutilated 155 upset 93 violence
234 doomed 147 damn 91 war
228 killing 143 violent 87 sadly
216 fake 132 hurt 85 incident

Table 2: The highest frequency words in the lowest va-
lence bins after hitchBOT’s destruction.

a thought-provoking discussion of whether social
robots should be extended any type of legal protec-
tion, Darling (2016) argues that many of our exist-
ing laws protecting animals from abuse are based
on our anthropomorphism and emotional connec-
tion with animals, rather than, e.g., biological fac-
tors (the fact that it is legal to slaughter a cow for
food but not a horse seems based primarily in our
cultural emotional connection to horses). Darling
(2016) also writes that one interpretation of the
purpose of law is to codify a social contract: “We
construct behavioural rules that most of us agree
on, and we hold everyone to the agreement.” From
that perspective, it is important to start gathering
data on the nature and extent of society’s emo-
tional attachments to robots of various kinds.

The current analysis is limited in a number of
ways. Emotion is analyzed on the word level,
rather than the sentence level, and as such we do
not take into account negations or any other con-
text, nor do we attempt to detect sarcasm. In par-
ticular, we cannot ensure that hitchBOT is the ac-
tual entity to which the emotion is attached (e.g.,
when he comes to this great nation’s beautiful
capital, i want to be able to drive him through it.).
Furthermore, the amount of data in each phase is
not balanced, with the majority of tweets occur-
ring after hitchBOT’s destruction, and the partic-
ularly small number during the trip to the Nether-
lands limited our cross-cultural analysis.

Nonetheless, while somewhat exploratory in na-
ture, these preliminary analyses suggest several
avenues for future research. By analyzing tweets
on the sentence-level and conducting a topic anal-
ysis, we can get a better sense of what atti-
tudes and beliefs are underlying people’s emo-
tional word choices. Additionally, by manually
annotating tweets for attributions to hitchBOT of
life-likeness, emotional states, intention, and so on
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(following the work of Fink et al. (2012)), we can
start to draw a clearer link between anthropomor-
phic language and emotional attachment. In fu-
ture work we also plan to look more specifically
into different cultures and their perceptions, using
various lexicons. We can also consider machine
learning approaches to emotion analysis, as well
as recent advances in lexicon-based approaches
(Buechel and Hahn, 2016). Finally, although the
corpus is not currently publicly available, we do
plan to release the data to other researchers in the
future.

6 Conclusion

We have presented an analysis of the emotion
words produced by Twitter users about hitchBOT.
When comparing tweets written during each of
hitchBOT’s trips across Canada, Germany, and the
United States, the emotion word percentages were
generally similar, although some significant dif-
ferences were observed, with Canadians express-
ing the most positive sentiment, and Americans
expressing the least fear and the most sadness.
While Germans expressed significantly more dis-
gust than the others, this effect may be due to
a near-synonym translation with a different emo-
tional connotation than the original German word.

When examining the tweets written before and
after hitchBOT’s ‘death’, significant differences
were observed in all of the basic emotions, with
marked increases in the percentage of words as-
sociated with anger, disgust, and sadness. The
proportion of words with very low valence scores
(i.e. those expressing negative sentiment) also
increased dramatically. A qualitative analysis
of these low-valence words suggests that Twit-
ter users perceived the actions of the vandals as
morally corrupt, with an intensity of emotion that
seems incommensurate with an interpretation of
the event as simple property damage. These find-
ings will hopefully provoke future questions prob-
ing how humans should behave towards robots and
towards discussions around robot ethics.
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