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Abstract

The paper addresses the detection of figura-
tive usage of words in English text. The cho-
sen method was to use neural nets fed by
pre-trained word embeddings. The obtained
results show that simple solutions, based on
word embeddings only, are comparable to
complex solutions, using additional informa-
tion as a result of taggers or a psycholinguis-
tic database. This approach can be easily ap-
plied to other languages, even less-studied, for
which we only have raw texts available.

1 Introduction

Natural language is a very efficient way of com-
munication. To make the task of learning and
remembering language easier, the same linguistic
expression can have many different meanings, e.g.
the nearest bank. What is more, in spite of reg-
ular homonymy and polysemy, words or expres-
sions can have a meaning that is different from
all literal interpretations. The latter phenomena,
called figurative usage, allows for much more cre-
ative and rich communication, and makes it more
effective, persuasive, and impactful. It is very of-
ten used in poetry or literature, but is also quite
frequent in everyday language. Although figura-
tive meanings are different from literal ones, there
usually exists some linkage between both mean-
ings which make metaphors comprehensive for a
hearer/reader. For example, when somebody says
I am a rock we start to think about being hard and
solid. Thus, we can easily understand not just con-
ventional figurative expressions which we already
know, but also those that we read or hear for the
first time.

The problem which we tried to solve was de-
fined by the organizers of the Figurative Language
NAACL Workshop shared task in which we took
part as the ZIL-IPIPAN team. In this task, par-

ticipants were supposed to label, in a given sub-
set of VU Amsterdam Metaphor Corpus (Steen
et al., 2010), individual words which were used
metaphorically. As people are able to recognize
metaphorical usage of a word based on the actual
context, we decided to test to what degree it is
possible to automatically recognize metaphorical
word occurrence using only word embeddings.

2 Related Work

Multiple approaches have been proposed for the
problem of detecting metaphors in text. Among
many published methods, we only discuss selected
ones in this section, especially those based on the
Amsterdam metaphor dataset.

In (Beigman Klebanov et al., 2016), the authors
apply a logistic regression classifier to test com-
bined lexical and dictionary-based feature spaces.

In (Rai et al., 2016), a conditional random field
(CRF) algorithm is proposed. The approach is
based on features from the MRC psycholinguistic
dictionary (Wilson and Division, 1997) and Word-
NetAffect database (a subset of WordNet with
emotion annotations).

Perhaps the the method described in (Do Dinh
and Gurevych, 2016) is the most relevant to our
work, where a neural network is used to rec-
ognize word-level metaphoricity. As in our ap-
proach, word embeddings are used to represent
words. However, the structure of the network
is different: it is a dense multi-layer network,
while we focus on recurrent networks (such as
LSTM), in our opinion more suitable for labelling
sequential, word-level data. Interestingly, the au-
thors demonstrate the positive influence of part-
of-speech (POS) based features, used to augment
word embeddings. The best overall model is based
on combining word embeddings, POS and se-
lected MRC dictionary data.
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3 Data

The texts in the VU AMC corpus, used in the
shared task, originated from the British National
Corpus from four genres: News, Fiction, Aca-
demic and Conversation. VU AMC was divided
into two parts: train and test. The train set was
used to prepare classifiers of metaphorical and lit-
eral senses of tokens, while a test set was used for
evaluation. The numbers of sentences tokens and
metaphors of both parts are given in Table 1.

part sentences tokens metaphors % of met.
train 8,883 106,986 9,022 8.43
test 4,080 58,359 6,822 11.69

Table 1: The test and train datasets in numbers

The solutions were tested on 22,196 tokens
from the test set indicated by the organizers.

4 Neural Net Architecture

In our experiments, we adopted the method de-
scribed in (Wawer and Mykowiecka, 2017) as a
starting point. The authors applied neural net-
works and word embeddings to predict if a noun-
adjective phrase has a literal or metaphorical sense
or can have both senses depending on its usage. As
the current task concerns labelling all words in a
sentence, the obvious choice was to use a sequen-
tial model. We tested both GRU and LSTM units
in a bidirectional architecture, as the important in-
formation may be coded both in left and right word
context. The implementation is done in Keras with
the Tensorflow backend – the model summary is
given in Figure 1. The sequential network has to
be of a fixed length, thus the maximum length of
the sentence was chosen (to be equal to 110). As
word representation, we used 300 element GLoVe
vectors trained on Wikipedia 2014 and Gigaword
5 (Pennington et al., 2014)

Figure 1: Basic net architecture

As it might be correct that the information in-
cluded in word embeddings is not sufficient, we
tested the impact of additional information. We
extended appropriate word embeddings with more
features. Two types of information were consid-
ered. First, we added morphological information
about part of speech categories. Second, we used
information from General Inquirer data.

4.1 Adding part-of-speech data
In our experiments, we tested if enriching data
by part-of-speech (POS) had a positive effect on
the results. At the beginning, we wanted to ex-
tract POS from the xml file of VU AMC avail-
able on the shared task page, but it occurred that
it contained tokens/parts omitted in the train and
test text files, and the tokenization was inconsis-
tent in the text and xml datasets. Because we
were not sure of all the changes made to the text
data, we tagged the train and test texts with the
Stanford tagger (Toutanova et al., 2003) avail-
able from https://nlp.stanford.edu/
software/tagger.shtml, and we applied
the bidirectional model. As the tokenization used
in the tagger divided strings into finer ones in com-
parison to VU AMC, we removed redundant tags
where it was necessary. For example, in the cor-
pus, there were amounts of money given by one to-
ken £10,000 but the tagger divided them into two
tokens: £ tagged as ‘#’ and 10,000 tagged as ‘CD’.
As we had to choose one tag we deleted the first
one and left the second. There were many similar
differences, especially in tokenization of strings
containing a digit.

4.2 Adding General Inquirer Data
It has been shown that using information from
external dictionaries may be beneficial for train-
ing models on the metaphor detection problem.
In their baseline paper (Beigman Klebanov et al.,
2016) demonstrate the positive influence of fea-
tures derived from the WordNet dictionary.

For this task, some researchers use not only
general purpose dictionaries (such as WordNet)
but also more specialized, psychological and psy-
cholinguistic databases of words. For exam-
ple, the MRC database (Wilson and Division,
1997), a large dictionary listing linguistic and psy-
cholinguistic attributes obtained experimentally,
has been applied to metaphor detection in a cross-
lingual model transfer scenario (Tsvetkov et al.,
2014).
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In our experiments, we used another such
database: The General Inquirer (Stone et al.,
1966). The dictionary (a total of 183 categories
assigned to over eleven thousand words that cover
a large part of the commonly used English lexi-
con) contains two sub-parts: the Harvard IV psy-
chosocial dictionary and the Laswell dictionary
of values in politics. We conducted our exper-
iments using the Harvard IV part. It contains
all three Osgood dimensions (including evalua-
tive dimension, often called sentiment, but also
potency and activity), and also many other cat-
egories related to pleasure, pain, emotions, var-
ious social institutions (sport, politics, religion)
and social cognition, cognitive orientation, and
emotional states. A more comprehensive de-
scription and listing of the categories can be
found at http://www.wjh.harvard.edu/
~inquirer/homecat.htm. The dictionary is
only available for English. Its translation would
be a complex and challenging task. This might in-
volve validation against many perspectives, both
theoretical and empirical, as many groups of re-
searchers contributed their parts of the dictionary
over decades. For example, Osgood labels come
from factor analysis of a large survey, Laswell dic-
tionary labels are grounded in studies of totalitar-
ian regimes.

We tested for the presence of each input word
in the General Inquirer dictionary and created bi-
nary input vectors for neural network models, with
a ‘1’ indicating that the word belongs to a given
category and a ‘0’ otherwise.

5 Results

The main neural net architecture was chosen based
on the experience with solving other tasks and data
sets (see (Mykowiecka et al., 2018); recognition
of figurative/metaphorical senses of Polish phrases
in sentences, recognition of temporal relations —
work in progress), but still some decisions had to
be made as to the number of layers, the number
of epoch, and the degree of the dropout. To select
the best configuration we planned to perform 10-
cross validation on the training data. As our exper-
iments with LSTM networks were time consum-
ing, we eventually decided not to perform them
on all 10 folds but on their subset. The exact num-
ber of folds are given in Table 2. The results of
these preliminary experiments are given in Table
2. The results show that the LSTM units are better

than GRU. The larger number of layers (3 instead
of 2) helped slightly for the LSTM network and
worsened the results of the GRU network. For the
GRU architecture, the 15 epochs are better than 10
or 20; for LSTM, 10 epochs turned out to be the
best choice of those three values. Adding infor-
mation on POS tags helped in the case of the GRU
network and had very little influence on the results
of the LSTM architecture. The same slight, posi-
tive, influence was observed after adding either 20
or 50 features from the General Inquirer to the in-
put of the LSTM network.

type folds acc. P R F1
GRU

2 layers, 15 epochs, dropout 0.4
10 - 0.71 0.62 0.66

2 layers, 20 epochs, dropout 0.4
2 - 0.71 0.60 0.65

3 layers, 15 epochs, dropout 0.4
10 - 0.70 0.61 0.65

3 layers, 10 epochs, dropout 0.4 + POS tags
1 0.982 0.68 0.70 0.69

LSTM
2 layers, 10 epochs, dropout 0.4

10 0.985 0.74 0.72 0.73
2 layers, 15 epochs, dropout 0.4

10 - 0.71 0.62 0.66
3 layers, 10 epochs, dropout 0.4

4 0.984 0.73 0.71 0.72
3 layers, 20 epochs, dropout 0.4

2 0.982 0.73 0.62 0.67
2 layers, 10 epochs, dropout 0.4 + POS tags

5 0.985 0.75 0.72 0.74
2 layers, 20 epochs, dropout 0.3 + POS tags

10 0.985 0.76 0.71 0.74
3 layers, 10 epochs, dropout 0.4 + POS tags

4 0.984 0.74 0.71 0.73
2 layers, 10 epochs, dropout 0.4 + GI20

5 0.985 0.74 0.72 0.73
2 layers, 5 epochs, dropout 0.4 + GI50

10 0.985 0.76 0.71 0.73
2 layers, 10 epochs, dropout 0.4 + GI50

10 0.984 0.75 0.72 0.73
2 layers, 10 epochs, dropout 0.3 + POS tags + GI50

10 0.985 0.76 0.70 0.73

Table 2: Results of partial 10-fold cross validation on
train data set, all-pos task; folds – number of folds pro-
cessed. GI stands here for the features taken from the
General Inquirer. The number indicates how many (be-
ginning) features were taken. POS indicates adding the
encoded part of the speech tag.

We applied the models trained on the entire
training data on the test data and observed slightly
different results (see Table 3). However, the
LSTM architecture still turned out to be more ef-
fective, generally, and the obtained results were
lower that those from the cross-validation schema.
The best results (0.58 for all words and 0.62 for
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type lrs dpt ep. add-inf F1:all F1:v
LSTM 2 .4 10 - 0.583 0.619
LSTM 2 .4 15 - 0.574 0.602
LSTM 3 .4 10 GI20 0.545 0.563
LSTM 3 .5 7 0.541 0.553
LSTM 3 .4 10 - 0.536 0.544
LSTM 2 .4 7 GI_POS 0.518 0.543
GRU 3 .5 15 - 0.514 0.561
GRU 2 .4 20 - 0.506 0.546
GRU 2 .5 15 - 0.485 0.524
LSTM 3 .4 10 POS 0.475 0.558
LSTM 1 .4 5 - 0.447 0.450
GRU 3 .5 20 - 0.425 0.452
LSTM 1 .4 5 GI50 0.350 0.338

Table 3: Results on the test set ordered by the F1
value (for metaphors only) for the all-pos task. Mod-
els differ in type of unit network, number of layers,
size of dropout, number of epochs and the type of ad-
ditional information included apart from embeddings.
GI stands here for the features taken from the General
Inquirer. The number indicates how many beginning
features were taken. POS indicates adding the encoded
part of the speech tag.

verbs) were obtained using the model which was
not the best one in the cross-validation schema but,
nevertheless, it obtained an F-value equal to 0.72
on all the words. In the case of the test data, adding
POS names and features from the General Inquirer
worsened the results.

6 Conclusions

Recurrent sequential neural networks turned out to
be capable of recognizing metaphorical usage of
words better than many other already tested ap-
proaches. The exact result achieved – F1 equal to
0.73 for the metaphorical words and to 0.58 for the
test data in the cross-validation schema – shows
that the scores are not very stable and, probably,
the optimal net architecture and settings were not
already found. An improvement in the results af-
ter adding General Inquirer data, at least for some
configurations, shows that the enrichment of the
vector representation by additional features might
be effective and that this idea needs further study.
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