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Abstract

This paper proposes a uniform frame-
work for the development of parsing and
translation algorithms for weighted ex-
tended (top-down) tree transducers and in-
put strings. The asymptotic time complex-
ity of these algorithms can be improved
in practice by exploiting an algorithm for
rule factorization in the above transducers.

1 Introduction

In the field of statistical machine translation, con-
siderable interest has recently been shown for
translation models based on weighted tree trans-
ducers. In this paper we consider the so-called
weighted extended (top-down) tree transducers
(WXTTs for short). WXTTs have been proposed
by Graehl and Knight (2004) and Knight (2007)
and are rooted in similar devices introduced ear-
lier in the formal language literature (Arnold and
Dauchet, 1982).

WXTTs have enough expressivity to represent
hierarchical syntactic analyses for natural lan-
guage sentences and can directly model most of
the elementary operations that rule the process
of translation between natural languages (Knight,
2007). Furthermore, the use of weights and in-
ternal states allows the encoding of statistical pa-
rameters that have recently been shown to be ex-
tremely useful in discriminating likely translations
from less plausible ones.

For an WXTT M, the parsing problem is tradi-
tionally defined for a pair of trees ¢ and w and re-
quires as output some representation of the set of
all computations of M that map ¢ into . Similarly,
the translation problem for M is defined for an in-
put tree ¢ and requires as output some representa-
tion of the set of all computations of M mapping ¢
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into any other tree. When we deal with natural
language processing applications, however, pars-
ing and translation are most often represented on
the basis of input strings rather than trees. Some
tricks are then applied to map the problem back
to the case of input trees. As an example in the
context of machine translation, let w be some in-
put string to be translated. One can intermediately
construct a tree automaton M, that recognizes the
set of all possible trees that have w as yield with
internal nodes from the input alphabet of M. This
automaton M, is further transformed into a tree
transducer implementing a partial identity trans-
lation. This transducer is then composed with M
(relational composition) to obtain a transducer that
represents all translations of w. This is usually
called the ‘cascaded’ approach.

In contrast with the cascaded approach above,
which may be rather inefficient, we investigate a
more direct technique for both parsing and transla-
tion of strings based on WXTTs. We do this by ex-
tending to WXTTs the well-known BAR-HILLEL
construction defined for context-free grammars
(Bar-Hillel et al., 1964) and for weighted context-
free grammars (Nederhof and Satta, 2003). We
then derive computational complexity results for
parsing and translation of input strings on the ba-
sis of WXTTs. Finally, we develop a novel fac-
torization algorithm for WXTTs that, in practical
applications, can reduce the asymptotic complex-
ity for such problems.

2 Preliminary definitions

Let - be an associative binary operation on a set S.
If S contains an element 1 such that1-s = s = s-1
for every s € S, then (S,-,1) is a monoid. Such
a monoid (5,-,1) is commutative if the identity
$1+S9 = So9-s1 holds for all 51,50 € S. A commu-
tative semiring (S, +, -, 0, 1) is an algebraic struc-
ture such that:

e (S,+,0) and are commutative

(Sa'al)
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monoids,
e - distributes over + (from both sides), and
e s-0=0=0-sforeverys € S.
From now on, let (S,+,-,0,1) be a com-
mutative semiring.  An alphabet is a finite
set of symbols. A weighted string automa-
ton [WSA] (Schiitzenberger, 1961; Eilenberg,
1974) is a system N = (P,I', J, v, F') where
e P and T' are alphabets of states and input
symbols, respectively,
e J F: P — S assign initial and final weights,
respectively, and
e v: P xI' x P — § assigns a weight to each
transition.
The transition weight mapping v can be under-
stood as square matrices v/(-, 7, -) € ST*F for ev-
ery v € I'. The WSA N is deterministic if
e J(p) # 0 for at most one p € P and
e for every p € P and v € T there exists at
most one p’ € P such that v(p,v,p") # 0.
We now proceed with the semantics of N. We
will define the initial algebra semantics here; al-
ternative, equivalent definitions of the semantics
exist (Sakarovitch, 2009). Let w € I'* be an in-
put string, v € T, and p,p’ € P be two states.
We extend v to a mapping h,: P x " x P — S
recursively as follows:

1 ifp=yp

0 otherwise

hu(p,6,p/) = {

ho(pyw,p) = Y v(p,7,0") - b (0w, p')
p'eP

Consequently,

ho(p,uw, ') = > hu(p,u,p") - b (p", w, 1)

p’eP

for all p,p’ € P and u,w € I'*. Then the matrix
hu(‘;’}/l"’"}/kf) equals V(‘,’Yl,')' V('77k7')'
Thus, if the semiring operations can be performed
in constant time and access to v(p, v, ¢) is in con-
stant time for every p,q € P, then for every
w € I'* we can compute the matrix h, (-, w, ) in
time O(|w| - | P|) because it can be computed by
|w| — 1 matrix multiplications.

The WSA N computes the map N: I'* — S,
which is defined for every w € I'* by!

=) J)

p,p'€EP

v(p,w,p') - F(p') .

'We overload the symbol N to denote both the WSA and
its recognized mapping. However, the intended meaning will
always be clear from the context.
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Since we will also consider individual runs,
let us recall the run semantics as well. Let
w =1 € ['* be an input string of length k.
Then any mapping 7: [0,k] — P is a run of N
on w, where [0, k] denotes the set of integers be-
tween (inclusive) 0 and k. A run can be under-
stood as a vector of states and thus we some-
times write r; instead of r(i¢). The weight of
such a run 7, denoted by wty(r), is defined by

wty(r) = Hle v(ri—1,%i, 7). Then
hll(p7 w>p,) = Z WtN (7")
r: [0,k]—P
To=p,r,=p’

for every p,p’ € P and w € I'*.

3 Weighted extended tree transducers

Next, we move to tree languages, for which we
need to introduce some additional notation. Let
> be a ranked alphabet, that is, an alphabet
whose symbols have a unique associated arity. We
write Y to denote the set of all k-ary symbols
in Y. We use the special nullary symbol e € 3y to
syntactically represent the empty string €. The set
of X-trees indexed by a set V, denoted by 7% (V'),
is the smallest set satisfying both of the following
conditions:

e for every v € V, the single node labeled v,
written v, is a tree of T (1),

e forevery 0 € ¥y and ty,...,t; € Tx(V),
the tree with a root node labeled o and
trees ti,...,tr as its k children, written
o(t1,...,tx), belongs to Tx: (V).

Throughout this paper we sometimes write o () as
just o. In the following, let ¢ € Tx(V'). The set
of positions Pos(t) C N* of atree t € Tx;(V) is
recursively defined as follows:

Pos(v) = {e}
Pos(t) ={e} U {iw | 1 <i < k,w € Pos(t;)}

foreveryv € V,o € X, and ty,...,t; € Tx(V)
where t = o(t1,...,t;). The label of ¢ at posi-
tion w € Pos(t) is denoted by ¢(w). The size of
the tree ¢ € T is defined as |t| = |Pos(t)|. For
every w € Pos(t) the subtree of ¢ that is rooted
at w is denoted by sub;(w); i.e.,

subi(e) =t
subg(th”’tk)(iw) = suby, (w)



Lt € Tx(V), 1 <i <k,
Finally, the set of vari-

for every o € X, t1, ..
and w € Pos(t;).
ables var(t) is given by

var(t) = {v € V | 3w € Pos(t): t(w)

=v} .
If for every v € var(t) there exists exactly one
w € Pos(t) such that t(w) = v, then ¢ is linear.

We use the fixed sets X = {x; | ¢ > 1} and
Y = {yi;j | 1 < ¢ < j} of formal variables
and the subsets X = {z; | 1 < i < k} and
Yi ={yi; | 1 <i<j <k} forevery k > 0.
Note that Xy = (). Forevery H C YoUXUY, the
H-yield of t is recursively defined by yd () =t
ift € H\{e}, ydy(t) = ydy(t1) - ydp(te) if
t = o(ty,...,tg) witho € X and k > 1, and
ydg(t) = € otherwise. If H = £y U X UY, then
we also omit the index and just write yd(t).

Let ] € T(V) and 0: V — Tx(V). Then
16 denotes the result obtained from [ by replacing
every occurrence of v € V by 6(v). The k-fold
application is denoted by 10*. If 1§¥ = 16%+1 for
some k > 0, then we denote [6* by [#*. In addi-
tion, if V' = X}, then we write [[0(x1), ..., 0(zy)]
instead of [§. We write Cx(X}) for the subset
of those trees of Tx(Xj) such that every vari-
able of z € X}, occurs exactly once in it. Given
t € T (X), we write dec(t) for the set

l € Cx(Xk),l[t1, ...
ti,... g € T (X)

{(l,tl,...,tk) ,tk]:t,}

A (linear and nondeleting) weighted extended
(top-down) tree transducer [WXTT] (Arnold and
Dauchet, 1975; Arnold and Dauchet, 1976; Lilin,
1981; Arnold and Dauchet, 1982; Maletti et al.,
2009) is a system M = (Q, X, A, I, R) where

e () is an alphabet of states,

e > and A are ranked alphabets of input and

output symbols, respectively,

e [: () — S assigns initial weights, and

e R is a finite set of rules of the form

(¢;0) > (g1 qr,7) with g, q1, ..., q € Q,
l € Cx(Xg) and r € Ca(Xg),and s € S
such that {l,r} € X.

Let us discuss the final restriction imposed on
the rules of a WXTT. Essentially, it disallows rules
of the form (¢, z1) = (¢/,x1) with ¢,¢' € Q and
s € S. Such pure epsilon rules only change the
state and charge a cost. However, they can yield
infinite derivations (and with it infinite products
and sums) and are not needed in our applications.
The WXTT M is standard if ydx (r) = x1 - -z
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for every (q,1) = (q1--- qx,7) € R. This restric-
tion enforces that the order of the variables is fixed
on the right-hand side r, but since the order is ar-
bitrary in the left-hand side / (and the names of the
variables are inconsequential), it can be achieved
easily without loss of generality. If there are sev-
eral rules that differ only in the naming of the vari-
ables, then their weights should be added to obtain
a single standard rule. To keep the presentation
simple, we also construct nonstandard WXTTs in
the sequel. However, we implicitly assume that
those are converted into standard WXTTs.

The semantics of a standard WXTT is in-
spired by the initial-algebra semantics for classi-
cal weighted top-down and bottom-up tree trans-
ducers (Fiilop and Vogler, 2009) [also called top-
down and bottom-up tree series transducers by En-
gelfriet et al. (2002)]. Note that our semantics
is equivalent to the classical term rewriting se-
mantics, which is presented by Graehl and Knight
(2004) and Graehl et al. (2008), for example. In
fact, we will present an equivalent semantics based
on runs later. Let M = (Q,X,A,I,R) be a
WXTT. We present a definition that is more gen-
eral than immediately necessary, but the general-
ization will be useful later on. For every n € N,
Ply.e.,Pn € @, and L C R, we define the
mapping W8P T (X,,) x Ta(X,) — S2 by
RYY P (24, 24)p, = 1 forevery 1 < i < nand

hil"'pn (t, u)q

2.

(Lt1,...,t ) Edec(t)
(ru1,...,ux)Edec(u)

(q.1)2(q1qr,m)EL

k
s - H REYPR (t, i) g, (1)
=1

for all remaining ¢t € Tx(X,,), u € Ta(X,), and
q € . Note that for each nonzero summand in (1)
one of the decompositions dec(¢) and dec(u) must
be proper (i.e., either [ ¢ X or r ¢ X). This
immediately yields that the sum is finite and the
recursion well-defined. The transformation com-
puted by M, also denoted by M, is the map-
ping M: T, x To — S, which is defined by
M(t,u) =3 ,cql(q)-hr(t,u)qforeveryt € Ty,
and u € Th.

Let us also introduce a run semantics for the
WXTT (Q,%,A,I,R). The rank of a rule
p=1(q,1) > (q1---q,7) € R, denoted by rk(p),
is rk(p) = k. This turns R into a ranked alphabet.
The input state of p is in(p) = ¢, the ith output
state is out;(p) = ¢; for every 1 < ¢ < k, and



the weight of p is wt(p) = s. Atree r € Tr(X)
is called run if in(r(wi)) = out,(r(w)) for every
wi € Pos(r) and 1 < i < rk(r(w)) such that
r(wi) € R. The weightof arunr € Tr(X) is

11

wePos(r),r(w)ER

wt(r) = wt(r(w)) .

The evaluation mappings 71 : Tr(X) — Tx(X)
and mo: TRr(X) — Ta(X) are defined for every
€ X,p=(¢0)> (@ qrr) € R, and

r1,...,7p € TR(X) by m1(x) = z, me(x) = =z,
and
m1(p(r1,...,rx)) =Umi(r1), ..., m1(rg)]
TPt - 78)) = rlma(ry), o a(ri)]

We obtain the weighted tree transformation for ev-
eryt € Ix and u € Th as follows?

> Iin(r(e)) - wt(r) .

run r€TR
t=m1(r),u=ma(r)

M(t,u) =

This approach is also called the bimorphism ap-
proach (Arnold and Dauchet, 1982) to tree trans-
formations.

4 Input and output restrictions of WXTT

In this section we will discuss the BAR-HILLEL
construction for the input and the output part of a
WXTT M. This construction essentially restricts
the input or output of the WXTT M to the string
language recognized by a WSA N. Contrary to
(direct or inverse) application, this construction
is supposed to yield another WXTT. More pre-
cisely, the constructed WXTT should assign to
each translation (¢,u) the weight assigned to it
by M multiplied by the weight assigned by N
to the yield of ¢ (or w if the output is restricted).
Since our WXTTs are symmetric, we will actu-
ally only need one construction. Let us quickly
establish the mentioned symmetry statement. Es-
sentially we just have to exchange left- and right-
hand sides and redistribute the states in those left-
and right-hand sides accordingly.

From now on, let M = (Q,%X,A,I,R) be a
WXTT.

Theorem 1. There exists a WXTT M' such that
M'(u,t) = M(t,u) foreveryt € Tx and u € Th.

2We immediately also use M for the run semantics be-
cause the two semantics trivially coincide.
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Proof. Let M' = (Q,A,X, I, R') be the WXTT
such that

R ={(g,r) = (w,1) | (¢,1) = (w,7) € R} .

It should be clear that M’(u,t) = M (t,u) for ev-
eryt € Ty, and u € Th. ]

With the symmetry established, we now only
need to present the BAR-HILLEL construction for
either the input or output side. Without loss of
generality, let us assume that M is standard. We
then choose the output side here because the order
of variables is fixed in it. Note that we sometimes
use the angled parentheses ‘(" and ‘)’ instead of
parentheses for clarity.

Definition 2. Letr N = (P,I', J,v, F') be a WSA
with' = Ag \ {e}. We construct the output prod-
uct Prod(M,N) = (PxQxP, %, A I', R') such
that
o I'({p,q,p")) = J(p) - 1(q) - F'(p') for every
p,p' € Pand q € Q,
o for every rule (q,1) > (q1 -+ qi,7) € Rand
every po, ..., Dk, Py, - - -, D), € P, let

(¢, 1) =25 (g) - qf,7) € R

where
- ¢ = (po: ¢ )
- ¢, = (Pi_1,qi,pi) forevery 1 < i <k,
- yd(r) = woxriwy - wp_1xpWE With
wo, ..., wE € I'*, and
- 8; = hy(pi, w;, p)) for every 0 < i < k.

Let p = (¢,1) > (q1---qr,7) € R. The
size of pis |p| = |l| + |r|. The size and
rank of the WXTT M are [M| = >  plpl
and rk(M) = max,crrk(p), respectively. Fi-
nally, the maximal output yield length of M, de-
noted by len(M), is the maximal length of yd(r)
for all rules (q,l) (¢1---qx,v) € R.
The size and rank of Prod(M,N) are in
O(|M| - |PPPM+2) and rk(M), respec-
tively. We can compute Prod(M,N) in time
O(IR| - len(M) - |P>*MD+5) " If N is de-
terministic, then the size of Prod(M,N) is
in O(|M| - |P|"™M)+1) and the required time is
in O(|R|-len(M)-| P["K(M)+1) Next, let us prove
that our BAR-HILLEL construction is actually cor-
rect.

Theorem 3. Let M and N be as in Defini-
tion 2, and let M' = Prod(M,N). Then
M'(t,u) = M(t,u) - N(yd(u)) for every t € Ty,
and u € Th.

S
—



Proof. Let M' = (Q', X, A, I', R"). First, a sim-
ple proof shows that

hR’(ta u)(p,q,p’) = hR(t7 U)q : hl/(p7 yd(u),p’)

foreveryt € Ts;, u € Ta, q € Q, and p,p’ € P.
Now we can prove the main statement as follows:

M'(t,u)
Z I'(q) - hrelt, u)g

qeq’
ZI/(<pa Qap/>) ’ hR(ta u)q ’ hV(p) yd(u)ap/)

p,p'EP
q€Q

= M(t,u) - N(yd(u))

O]

Note that the typical property of many BAR-
HILLEL constructions, namely that a run of M
and a run of N uniquely determine a run
of Prod(M, N) and vice versa, does not hold for
our construction. In fact, a run of M and a run
of N uniquely determine a run of Prod(M, N),
but the converse does not hold. We could modify
the construction to enable this property at the ex-
pense of an exponential increase in the number of
states of Prod(M, N). However, since those re-
lations are important for our applications, we ex-
plore the relation between runs in some detail here.

To simplify the discussion, we assume, without
loss of generality, that M is standard and s = s’
for every two rules (¢,1) = (w,r) € R and

foreveryt € Ty, and u € Th.

(¢,0) LA (w,r) € R. Moreover, we assume the
symbols of Definition 2. For every r’ € Tr/ (X),
we let base(r’) denote the run obtained from r’ by
replacing each symbol

(1) =25 (g - g, )

by just (¢,1) > (q1---qx,7) € R. Thus, we re-
place a rule (which is a symbol) of R’ by the un-
derlying rule of 2. We start with a general lemma,
which we believe to be self-evident.

Lemmad. Let ' € Tr and n = |yd(ma(r"))].
Thenwt (') = wtar(base(r’))-> -, c g W (r)
where R" is a nonempty subset of
{r:[0,n] = P [in(r'(e)) = (ro.q,mn) }-

Let us assume that NV is trim (i.e., all states are
reachable and co-reachable) and unambiguous. In
this case, for every 71 ---y, € I and p,p’ € P
there is at most one successful run r: [0, k] — P
such that
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o v(ri_1,7i,ri) # 0forevery 1 < i <k, and
e rg=pandr, =p.

This immediately yields the following corollary.

Corollary 5 (of Lemma 4). Let N be trim and
unambiguous. For every v’ € Tr we have

wtar (r') = wtas(base(r’)) - wt (1)

for some r: [0,n] — P withn = |yd(ma(r"))].

We now turn to applications of the product con-
struction. We first consider the translation prob-
lem for an input string w and a WXTT M. We can
represent w as a trim and unambiguous WSA N,
that recognizes the language {w} with weight
of 1 on each transition (which amounts to ignor-
ing the weight contribution of N,,). Then the in-
put product transducer M,, = Prod(N,,, M) pro-
vides a compact representation of the set of all
computations of M that translate the string w.
From Corollary 5 we have that the weights of
these computations are also preserved. Thus,
My(Ts x Ta) = Z(t,u)eTngA My, (t,u) is the
weight of the set of string translations of w.

As usual in natural language processing ap-
plications, we can exploit appropriate semirings
and compute several useful statistical parameters
through M,,(Tx, x Ta), as for instance the high-
est weight of a computation, the inside probabil-
ity and the rule expectations; see (Li and Eisner,
2009) for further discussion.

One could also construct in linear time the range
tree automaton for M,,, which can be interpreted
as a parsing forest with all the weighted trees as-
signed to translations of w under M. If we fur-
ther assume that M is unambiguous, then M,, will
also have this property, and we can apply standard
techniques to extract from M, the highest score
computation. In machine translation applications,
the unambiguity assumption is usually met, and
avoids the so-called ‘spurious’ ambiguity, that is,
having several computations for an individual pair
of trees.

The parsing problem for input strings w and u
can be treated in a similar way, by restricting M
both to the left and to the right.

5 Rule factorization

As already discussed, the time complexity of the
product construction is an exponential function
of the rank of the transducer. Unfortunately,
it is not possible in the general case to cast a



WXTT into a normal form such that the rank is
bounded by some constant. This is also expected
from the fact that the translation problem for sub-
classes of WXTTs such as synchronous context-
free grammars is NP-hard (Satta and Peserico,
2005). Nonetheless, there are cases in which a
rank reduction is possible, which might result in
an improvement of the asymptotical run-time of
our construction.

Following the above line, we present here a
linear time algorithm for reducing the rank of a
WXTT under certain conditions. Similar algo-
rithms for tree-based transformation devices have
been discussed in the literature. Nesson et al.
(2008) consider synchronous tree adjoining gram-
mars; their algorithm is conceptually very sim-
ilar to ours, but computationally more demand-
ing due to the treatment of adjunction. Follow-
ing that work, we also demand here that the new
WXTT ‘preserves’ the recursive structure of the
input WXTT, as formalized below. Galley et al.
(2004) algorithm also behaves in linear time, but
deals with the different problem of tree to string
translation. Rank reduction algorithms for string-
based translation devices have also been discussed
by Zhang et al. (2006) and Gildea et al. (2006).

Recall that M = (Q,%, A, I, R) is a standard
WXTT. Let M' = (Q', X, A, I',R’) be a WXTT
with Q C Q'.3 Then M’ is a structure-preserving
factorization of M if

e I'(q) = I(q) forevery ¢ € Q and I'(q) = 0

otherwise, and

o WP (t u)g

q4,P1,---5Pn

u € Th (Xn)
In particular, we have hp/ (t,u), = hr(t,u), for
n = 0. Consequently, M’ and M are equivalent
because

M'(tu) =" T'(q) - ha(t,u),g
qeQ’

= I(q) - ha(t,u)g = M(t,u) .
q€eQ

R P (t,u)g for every
€ Q, t € Tx(X,), and

Note that the relation ‘is structure-preserving fac-
torization of’ is reflexive and transitive, and thus, a
pre-order. Moreover, in a ring (actually, additively
cancellative semirings are sufficient) it is also anti-
symmetric, and consequently, a partial order.

3 Actually, an injective mapping Q — Q' would be suffi-
cient, but since the naming of the states is arbitrary, we im-
mediately identify according to the injective mapping.
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Informally, a structure-preserving factorization
of M consists in a set of new rules that can be com-
posed to provide the original rules and preserve
their weights. We develop an algorithm for finding
a structure-preserving factorization by decompos-
ing each rule as much as possible. The algorithm
can then be iterated for all the rules in the WXTT.
The idea underlying our algorithm is very simple.
Let p = (¢,1) > (q1---qr,7) € R be an origi-
nal rule. We look for subtrees !’ and r’ of [ and r,
respectively, such that var(l’) = var(r’). The con-
dition that var(l") = var(r’) is derived from the
fact that R, " (I',1")q = 0 if var(l") # var(r’).
We then split p into two new rules by ‘excis-
ing’ subtrees !’ and 7’ from [ and r, respectively.
In the remaining trees the ‘excised’ trees are re-
placed with some fresh variable. The tricky part
is the efficient computation of the pairs (wy, w;),
since in the worst case the number of such pairs
is in O(]{| - |7]), and naive testing of the condition
var(l') = var(r') takes time O(rk(p)).

Let us start with the formal development. Recall
the doubly-indexed set Y = {y;; | 1 < i < j}.
Intuitively speaking, the variable y;; will
represent the set {x;,...,z;}. With  this
intuition in mind, we define the mapping
vars: Ts(X UY) — N3 as follows:

vars(x;) = (4,1,1)

vars(y; j) = (4,7, —i+1)
b)) i

and vars(o(t1, .. . is

(mkin vars(ty) mngars(t ) zk:vars(t )3)
it ¢)1, has ¢ 27571 )3

for every 7,7 € N with ¢ < j, 0 € X, and
ti,...,tr € Tx(X UY). Clearly, vars(t) can
be computed in time O(|t|), which also in-
cludes the computation of vars(u) for every sub-
tree u of ¢. In addition, vars(t)s = |var(¢)]
for all linear ¢ € Tx(X).  Finally, if
t € Tx(X), then vars(t); and vars(t)2 are the
minimal and maximal index ¢ € N such that
x; € var(t), respectively (they are oo and 0,
respectively, if var(t) = (). For better read-
ability, we use minvar(¢) and maxvar(t) for
vars(t); and vars(t)s, respectively.

Let p = (¢,1) = (q1---qx,7) € R be an origi-
nal rule. In the following, we will use minvar(t),
maxvar(t), and |var(t)| freely for all subtrees ¢
of [ and r and assume that they are precomputed,




which can be done in time O(|p|). Moreover, we
will freely use the test ‘var(t) = var(u)’ for sub-
trees t and w of [ and r, respectively. This test can
be performed in constant time [disregarding the
time needed to precompute vars(t) and vars(u)]
by the equivalent test

e minvar(t) = minvar(u),

e maxvar(t) = maxvar(u),

e |var(t)| = maxvar(t) — minvar(t) + 1, and

e |var(u)| = maxvar(u) — minvar(u) + 1.

Our factorization algorithm is presented in Al-
gorithm 1. Its first two parameters hold the left-
and right-hand side (I, r), which are to be decom-
posed. The third and fourth parameter should ini-
tially be x;. To simplify the algorithm, we assume
that it is only called with left- and right-hand sides
that (i) contain the same variables and (ii) contain
at least two variables. These conditions are en-
sured by the algorithm for the recursive calls. The
algorithm returns a decomposition of ([, ) in the
formof aset D C Tx(X UY) x TA(X UY)
such that var(l') = var(r’) for every (I',r') € D.
Moreover, all such [” and ' are linear. Finally, the
pairs in D can be composed (by means of point-
wise substitution at the variables of Y') to form the
original pair (I, 7).

Before we move on to formal properties of Al-
gorithm 1, let us illustrate its execution on an ex-
ample.

Example 6. We work with the left-hand side
I = o(x1,0(xs,22)) and the right-hand side
r = vy(o(x1,v(0(x2,x3)))). Then |var(l)] > 2
and var(l) var(r). Let us trace the call
DECOMPOSE(l, 7, x1, z1). The condition in line 1
is clearly false, so we proceed with line 3. The
condition is true for i = 1, so we continue with
DECOMPOSE(L, o(x1,7v(0(z2,23))), z1, y(x1))-
This time neither the condition in line I nor the
condition in line 3 are true. In line 6, j is set to 1
and we initialize vy = x1 and v}y = v(o(z2,x3)).
Moreover, the array h is initialized to h(1) = 1,
h(2) = 2, and h(3) = 2. Now let us discuss the
main loop starting in line 12 in more detail. First,
we consider i = 1. Since l1 = x4, the condition in
line 13 is fulfilled and we set I} = x1 and proceed
with the next iteration (1 = 2). This time the condi-
tion of line 13 is false because lo = o (3, x2) and
var(lz) = var(ry(z)) = var(ra) = {r2,z3}. Con-
sequently, j is set to 2 and I = 1}, = y2 3. Next,
DECOMPOSE(o(x3, x2),v(0(x2,x3)), x1,21) is
processed. Let us suppose that it generates the
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set D. Then we return

DU {(o(r1,y23),7(0(z1,923)))} -

Finally, let us quickly discuss how the set D
is obtained. Since the condition in line 3 is
true, we have to evaluate the recursive call
DECOMPOSE(o (3, x2), 0(x2, x3), x1,7(21)).
Now, j 2, h(2) 1, and h(3) 2.
Moreover, T} xo and ), x3. In the
main loop starting in line 12, the condition of
line 13 is always fulfilled, which yields that
Iy = z3 and 1} xo.  Thus, we return
{(o(z3,x2),v(0(x2,23)))}, which is exactly the
input because decomposition completely failed.
Thus, the overall decomposition of | and r is

{(o(z1,92,3), v(o(x1,92,3))),
(0(x3,22),v(0(22,73)))}

which, when the second pair is substituted (point-
wise) for ya 3 in the first pair, yields exactly (1, ).

Informally, the rules are obtained as follows
from D. If all variables occur in a pair (I, 7") € D,
then the left-hand side is assigned to the original
input state. Furthermore, for every variable y; ; we
introduce a new fresh state ¢; ; whereas the vari-
able z; is associated to g;. In this way, we deter-
mine the states in the right-hand side.

Formally, let p (g,1) (g1 qr,7)
be the original rule and D be the result of
DECOMPOSE(l, 7, x1,x1) of Algorithm 1. In ad-
dition, for every 1 < i < j < k, let g, ; ; be a new
state such that ¢, 1 = ¢. Let

Q,={¢.q, -

Then for every (I',7") € D we obtain the rule

s
= —

vk} U{gpig [ 1<i<j<k} .

/

(Qp,minvar(r’),maxvar(r’)7 l/) 5 (pl ©Pns T/)

where yd x y (7') = 21+ - zn,

|

for every 1 < £ < n. The rules obtained in this
fashion are collected in R;.A' The WXTT dec(M)
isdec(M) = (Q', X, A, I', R') where

if vars(r')s = k

1 otherwise

qj if zp = x;

Qij Hze=1yij

“Those rules need to be normalized to obtain a standard
WXTT.



Algorithm 1 DECOMPOSE(l,r,l’,r") computing the decomposition of linear | € T%(Xj) and
r € Ta(X}) with var(l) = var(r) and |var(l)| > 2.

iflIO'(ll,...

,Im) and there exists ¢ € N is such that var(l;) = var(l) then

L)), 7' [4])

7))

2: return DECOMPOSE(ZZ'7 r, l/[O'(ll, ol L, .
ifr = d(r1,..., ) and there exists ¢ € N is such that var(r;) = var(r) then
4:  return DECOMPOSE(L, i, I’ [x1], 7 [6(T1,- -, Tic1, T1, Tig1, - -
letl =o0(l1,...,Lm)andr = 6(r1,..., )
6: j = minvar(r)
foralll <:<ndo
8 ri=m
while j < maxvar(r;) do
10: @h(j):i;j:j+1
12: foralll <: < mdo
if [var(l;)| < 1 orvar(l;) # var(Th(minvar(i,))) then
14: l; = ll
else
16: j = h(minvar(l;))
l7/, = T';' = Yminvar(l;),maxvar(l;)
18: D = D U DECOMPOSE(l;, 15, 1, Z1)

return DU {('[o(l3,..., 1)), 7" [6(r1,...,m)])}

¢ Q' =QUU,cp(p)>2 @ps

o I'(q) = I(q) forevery ¢ € Q and I'(q) = 0
otherwise, and

e R'is

{p € R[1k(p) <2} U

U

PER,TKk(p)>2

/
R,

To measure the success of the factorization, we
introduce the following notion. The degree of M,
denoted by deg(M), is the minimal rank of all
structure-preserving factorizations M’ of M i.e.,

deg(M) = min
M’ a structure-preserving
factorization of M

rk(M') .

Then the goal of this section is the efficient com-

putation of a structure-preserving factorization M’
of M such that rk(M’) = deg(M).

Theorem 7. The WXTT dec(M) is a structure-
preserving  factorization of M such that
rk(dec(M)) = deg(M). Moreover, dec(M) can
be computed in time O(|M|).

Proof. Let us only discuss the run-time complex-
ity shortly. Clearly, DECOMPOSE(l,r,z1,21)
should be «called once for each rule
(¢,1) > (q1---qr,7) € R. 1In lines 1—4 the
structure of [ and r is inspected and the prop-
erties var(l;) = var(l) and var(r;) = var(r)
are tested in constant time. Mind that we pre-
computed vars(l) and vars(r), which can be
done in linear time in the size of the rule. Then
each subtree r; is considered in lines 7-10 in
constant time. Finally, we consider all direct input
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subtrees [; in lines 12-18. The tests involving
the variables are all performed in constant time
due to the preprocessing step that computes
vars(l) and vars(r). Moreover, at most one
recursive call to DECOMPOSE is generated for
each input subtree t;. So if we implement the
union in lines 18 and 19 by a constant-time
operation (such as list concatenation, which can
be done since it is trivially a disjoint union), then
we obtain the linear time-complexity. O

6 Concluding remarks

In this paper we have shown how to restrict com-
putations of WXTTs to given input and output
WSA, and have discussed the relevance of this
technique for parsing and translation applications
over input strings, resulting in the computation of
translation forests and other statistical parameters
of interest. We have also shown how to factorize
transducer rules, resulting in an asymptotic reduc-
tion in the complexity for these algorithms.

In machine translation applications transduc-
ers usually have very large sets of rules. One
should then specialize the restriction construction
in such a way that the number of useless rules
for Prod(N,,, M) is considerably reduced, result-
ing in a more efficient construction. This can be
achieved by grounding the construction of the new
rules by means of specialized strategies, as usually
done for parsing based on context-free grammars;
see for instance the parsing algorithms by Younger
(1967) or by Earley (1970).
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