
LT-EDI 2023 – Third Workshop on Language Technology for Equality, Diversity and Inclusion,
pages 287–294, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-084-7_044

287

MUCS@LT-EDI2023: Homophobic/Transphobic Content Detection in
Social Media Text using mBERT

Asha Hegdea, Kavya Gb, Sharal Coelhoc,
Hosahalli Lakshmaiah Shashirekhad

Department of Computer Science, Mangalore University, Mangalore, India
{ahegdekasha,bkavyamujk,csharalmucs}@gmail.com

ehlsrekha@mangaloreuniversity.ac.in

Abstract

Homophobic/Transphobic (H/T) content in-
cludes hate speech, discrimination text, and
abusive comments against Lesbian, Gay, Bisex-
ual, Transgender, and Queer (LGBTQ) individ-
uals. With the increase in user generated text
in social media, there has been an increase in
H/T content also. Further, most of the text data
on social media is code-mixed and this poses
challenges for efficient analysis and detection
of H/T content on social media. The complex
nature of code-mixed text necessitates the de-
velopment of advanced tools and techniques
to effectively tackle this issue on social me-
dia platforms. Hence, in this paper, we - team
MUCS, describe the transformer based models
submitted to ”Homophobia/Transphobia Detec-
tion in social media comments” shared task in
Language Technology for Equality, Diversity
and Inclusion (LT-EDI) at Recent Advances in
Natural Language Processing (RANLP)-2023.
The proposed methodology makes use of over-
sampling technique to handle data imbalance
in the given Train set and this oversampled data
is used to fine-tune the Transfer Learning (TL)
based Multilingual Bidirectional Encoder Rep-
resentations from Transformers (mBERT) mod-
els. These models obtained weighted F1 scores
of 0.91, 0.91, 0.95, 0.94, and 0.81 securing 11th,
5th, 3rd, 3rd, and 7th ranks for English, Tamil,
Malayalam, Spanish, and Hindi languages re-
spectively in Task A and weighted F1 scores
of 0.14, 0.82, and 0.85 securing 8th, 2nd, and
2nd ranks for English, Tamil, and Malayalam
languages respectively in Task B.

1 Introduction

Social media platforms provide a means for users
to express their views, ideas, reviews, comments,
opinions, and emotions, freely and instantaneously
without any barriers of the language and content.
This has given raise to the creation and sharing
of useful content as well as unhealthy posts, such

as offensive, abusive, and hatred content, target-
ing a person, a group, or a community (Hegde
et al., 2021; Balouchzahi et al., 2021b). H/T con-
tent is one such content that expresses the hatred-
ness towards LGBTQ community on their sexual
orientation or gender identity (Chakravarthi et al.,
2021). LGBTQ individuals face various forms of
textual violence and discrimination such as, hate
speech, cyberbullying, exculsion and isolation, on-
line shaming, and misgendering in online environ-
ment or on social media platforms. They also be-
come targets of threats and abuse, leading to sig-
nificant mental health issues (Hegde et al., 2022b).
Hence, identifying and removing H/T content on
social media platforms is a crucial aspect in order
to promote equality, diversity, and inclusion in the
society. By implementing these measures, it is pos-
sible to create a safer online environment for the
LGBTQ community and support their well-being
and mental health (Mandl et al., 2020).

Identifying H/T content in social media text
poses challenges due to the complex nature of
code-mixed text prevalent on these platforms
(Chakravarthi, 2023; Hegde and Shashirekha,
2022). Social media text often includes the mix-
ing of local or regional languages such as Hindi,
Malayalam, Tamil, etc., with English, at sub-word,
word and sentence level leading to code-mixed
content. (Jose et al., 2020; Hegde et al., 2022a;
Balouchzahi et al., 2022). This code-mixing makes
the identification and analysis of H/T content more
difficult, as traditional language processing mod-
els may fail to accurately interpret and classify
such mixed-language texts. To effectively address
this challenge, Natural Language Processing (NLP)
techniques need to be explored for code-mixed text,
taking into consideration the linguistic nuances and
variations in different languages. By developing ro-
bust algorithms and models to handle code-mixed
H/T text, it is possible to identify and combat H/T
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Table 1: Sample text and their English Translations for Task A

content in a better way ensuring a safer and more
inclusive online environment for all users.

To address the challenges of H/T content
identification in social media text, in this paper,
we - team MUCS, describe the models submitted
to ”Homophobia/Transphobia Detection in Social
media Comments” shared task1 at RANLP-20232.
The shared task consists of two subtasks: i) Task
A - a comment-level polarity classification task
to identify H/T content in English, Tamil, Hindi,
Malayalam, and Spanish languages, with 3 labels
(Non-anti-LGBT+, Homophobia, and Transpho-
bia) and ii) Task B - to identify H/T content in
English, Tamil, and Malayalam texts, with 7
labels (None-of-the-above, Hope-speech, Counter-
speech, Homophobic-derogation, Homophobic-
Threatening, Transphobic-derogation, and
Transphobic-derogation) (Chakravarthi et al.,
2023). Sample comments from the datasets
provided by the organizers of the shared task for
Task A and Task B are shown in Table 1 and
Table 2 respectively. As there are more than two
classes in the dataset, the shared task is modeled
as a multi-class text classification problem. The
proposed methodology includes oversampling the
Training set as the given data is imbalanced and
fine-tuning the BERT models for both Task A and
Task B.

The rest of the paper is structured as follows:
Section 2 contains related works and Section 3
explains the methodology. Section 4 describes the
experiments and results and the paper concludes in

1https://codalab.lisn.upsaclay.fr/competitions/11077/
2http://ranlp.org/ranlp2023/

Section 5 with future work.

2 Related work

Several researchers have explored H/T content de-
tection, offensive language identification and hate
speech and offensive content detection in various
languages and few of the relevant ones are de-
scribed below:
Hegde and Shashirekha (2022) describe the learn-
ing models to perform Sentiment Analysis (SA)
and H/T content detection in code-mixed Dravid-
ian languages as Task A (Malayalam and Kannada)
and Task B (Tamil and romanized Tamil (Tamil-
English)) respectively. Using conventional prepro-
cessing of converting emojis to text and removal
of digits and stopwords, these models make use of
Dynamic Meta Embedding (DME) to train Long
Short Term Memory (LSTM) model for SA and
H/T content identification in code-mixed Dravid-
ian languages. These models obtained macro F1
scores of 0.61 and 0.44 for Malayalam and Kan-
nada languages respectively in Task A and 0.58 and
0.74 for Tamil and Tamil-English texts respectively
in Task B. Singh and Motlicek (2022) presented
TL approach for fine-tuning Cross Lingual Lan-
guage Models Robustly Optimized BERT (XLM
ROBERTA) model in Zero-Shot learning frame-
work for the detection of H/T contents in English
and Tamil-English and obtained macro F1 scores of
0.89 and 0.85 for English and Tamil-English texts
respectively.

Ashraf et al. (2022) proposed the Machine
Learning (ML) models (Support Vector Machines
(SVM), Random Forest (RF), Passive Aggressive
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Table 2: Sample texts and their English Translations for Task B

Figure 1: The framework of the proposed model

Classifier (PA), Gaussian Naive Bayes (GNB),
Multi-Layer Perceptron (MLP)) to detect H/T con-
tent in three languages (English, Tamil and Tamil-
English) trained with Term Frequency-Inverse
Document Frequency (TF-IDF) of word bigrams.
Among these models, SVM outperformed all other
classifiers with weighted F1 scores of 0.91, 0.92,
0.88 for English, Tamil and Tamil-English lan-
guages respectively.

Two distinct models: COOLI-Ensemble - a Vot-
ing Classifier with three estimators (Multi Layer
Perceptron (MLP), eXtreme Gradient Boosting

(XGB) and Logistic Regression (LR)) and COOLI-
Keras - a Keras dense neural network architecture
model, described by Balouchzahi et al. (2021a)
aims to classify code-mixed texts in Kannada-
English, Malayalam-English, and Tamil-English
language pairs into six predefined categories and
Malayalam-English language pair into five cate-
gories for identifying offensive content. Char-
acter and word sequences extracted are vector-
ized using CountVectorizer3 and the relevant fea-

3https://scikit-learn.org/stable/modules/generated/
sklearn.feature extraction.text.CountVectorizer.html
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Train set Development set

Language
Non-anti-

LGBT+content
Homophobia Transphobia

Non-anti-
LGBT+content

Homophobia Transphobia

English 2,978 179 7 748 42 2
Tamil 2,064 453 145 507 118 41
Hindi 2,423 45 92 305 2 13

Malayalam 2,468 476 170 937 197 79
Spanish 450 200 200 150 43 43

Table 3: : Classwise distribution of labels in the dataset for Task A

tures are selected using feature selection algorithms
(Chi-Square test, Mutual Information (MI), and
F test). COOLI-Ensemble model performed bet-
ter and obtained weighted F1 scores of 0.97, 0.75,
and 0.69 for Malayalam-English, Tamil-English
and Kannada-English language pairs respectively.
Balouchzahi and Shashirekha (2020) proposed
three distinct models: ensemble of ML classifiers
(Random Forest Classifier, LR, and Support Vec-
tor Classifier (SVC)) with hard voting, TL classi-
fier using Universal Language Model Fine-tuning
(ULMFiT) model, and ML-TL - an ensemble of
ML and TL models with hard voting, to detect hate
speech and offensive content in English, German
and Hindi languages. Among all the models, en-
semble of ML models exhibited better macro F1
score of 0.5044 for German language and ML-TL
model obtained better macro F1 score of 0.5182
for Hindi language.

From the literature review, it is clear that identi-
fication of H/T content in low-resource languages
like, Tamil, Malayalam, and Hindi are rarely ex-
plored. Hence, there is lot of scope in this direction
for further research.

3 Methodology

The proposed methodology includes preprocess-
ing, resampling, and classifiers construction using
mBERT models to address the challenges of Task
A and Task B of the shared task. The framework
of the proposed methodology is visualized in Fig-
ure 1 and the steps involved in the methodology are
given below:

3.1 Preprocessing
Preprocessing plays a crucial role in preparing
text for further processing. Using a preprocess-
ing pipeline, URLs, punctuation, digits, unrelated
characters, and stopwords (English, Tamil, Hindi
and Spanish languages) are removed as these ele-
ments do not contribute to the classification task.

Additionally, as emojis - a visual representation
of emotions, objects, and symbols carry valuable
information, they are converted into corresponding
English text allowing their content to be utilized
along with the textual data.

3.2 Resampling
Data imbalance refers to the situation where
the number of instances belonging to different
classes vary significantly (Srinivasan and Subal-
alitha, 2021). Because of this, learning models
become biased towards majority class exhibiting
poor performance for minority class. This biased
training could be resolved to some extent using
resampling techniques. Resampling is a technique
commonly used to address data imbalance in classi-
fication tasks. There are two types of resampling: i)
Oversampling - duplicates samples in the minority
class and adds them to the Train set until it get bal-
anced and ii) Undersampling - deletes the samples
in the majority class.

The proposed work utilizes oversampling the
Train set for both Task A and Task B and the de-
scription of the parameters used in oversampling is
given below:

• replace = True - indicates whether sampling
should be done with replacement. When set to
True, it allows the same sample to be selected
more than once

• n samples = n samples - specifies the num-
ber of samples in the majority class for the
resampling process

• random state = None - determines the random
seed used for sampling. If set to None, the
random seed is not fixed and will vary for each
resampling

This technique creates a balanced dataset which
is further used for training purposes, ensuring that
the model receives an equal representation of both
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Label Train set Development set
English Tamil Malayalam English Tamil Malayalam

None-of-the -above 2,240 1,634 2,247 553 395 848
Hope-Speech 436 218 69 111 52 29

Counter-Speech 302 212 152 84 60 60
Homophobic-derogation 162 416 419 41 107 181

Homophobic-Threatening 12 37 57 1 11 16
Transphobic-derogation 6 111 163 2 31 75

Transphobic-Threatening 1 34 7 - 10 4

Table 4: : Classwise distribution of labels in the dataset for Task B

Hyperparameters Values
Layers 6
Dimension 768
Attention heads 12
Learning Rate 2e-5
Batch Size 32
Maximum Sequence Length 128
Dropout 0.3

Table 5: Hyperparameters and their values used in mDistil-
BERT model

the classes potentially addressing issues related to
class imbalance.

3.3 Model construction

TL involves training a model on one task and uti-
lizing the learned knowledge to improve the per-
formance on a similar task. Instead of creating
a model from the scratch, the pre-trained knowl-
edge obtained from the source task is transferred to
accelerate learning and enhance the performance
of the target task. This approach leverages the
generalizable features and representations learned
from a large dataset in the source task, allowing
for efficient adaptation to the target task even for
potentially less amount of labeled data (Fazlourrah-
man et al., 2022; Hegde and Lakshmaiah, 2022).
mBERT is a variant of the BERT model that has
been trained on multilingual data using the pre-
training strategy similar to that used for pretraining
BERT, viz. Masked Language Modeling (MLM)
and Next Sentence Prediction (NSP) (Pires et al.,
2019). This model leverages the power of trans-
former architecture to learn contextualized repre-
sentation of words in multiple languages.

mBERT model works in two stages: pretraining
and fine-tuning. During pretraining, the model is
trained on a large corpus of text from different lan-
guages. It learns to predict the next word in the
sentences using the MLM objective. Further, it

learns to predict if two sentences are consecutive
in a document using the Next Sentence Prediction
(NSP) objective. This process enables the model to
capture both word-level and sentence-level contex-
tual information (Yasaswini et al., 2021). After pre-
training, the model is fine-tuned for specific down-
stream tasks, such as SA, hate speech detection,
offensive language detection, and opinion mining.
This involves training the model on task-specific
labeled data, for tasks such as sentiment analy-
sis, hate speech detection, or named entity recog-
nition. During both pretraining and fine-tuning,
the model utilizes attention mechanisms to process
the input text. It considers the context of each
word by attending to its surrounding words, cap-
turing long-range dependencies effectively. Thus,
mBERT model is designed to provide a powerful
and flexible framework for multilingual NLP tasks
such as SA, text categorization, named entity recog-
nition, and language identification, leveraging its
pretrained knowledge and ability to handle code-
mixed text effectively with the multilingual support
(Chen and Kong, 2021).

4 Experiments and Results

Statistics of the dataset provided by the organiz-
ers of the shared task for the identification of
H/T content in social media text for Task A and
Task B are shown in Tables 3 and 4 respectively
(Chakravarthi et al., 2022). From the tables, it is
clear that the datasets provided by the organizers
are highly imbalanced. To overcome this, over-
sampling is carried out for both the tasks using
oversampling methods provided by the sklearn li-
brary4.

bert-base-multilingual-cased5 - a mBERT model
from the huggingface repository is used to extract

4https://scikit-learn.org/stable/
modules/generated/sklearn.utils.resample.html

5https://huggingface.co/bert-base-multilingual-cased
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Language Development set Test set
Before

Oversampling
After

Oversampling
Before

Oversampling
After

Oversampling
Task A

English 0.82 0.93 0.81 0.91
Tamil 0.69 0.85 0.69 0.91

Malayalam 0.79 0.95 0.76 0.95
Hindi 0.81 0.93 0.81 0.94

Spanish 0.83 0.84 0.80 0.81
Task B

English 0.15 0.15 0.13 0.14
Tamil 0.68 0.83 0.67 0.82

Malayalam 0.66 0.85 0.60 0.85

Table 6: Performance of the proposed models before and after oversampling for both Task A and Task B on Development and
Test set

Table 7: Samples of misclassification in Task A for English and Hindi language datasets

the feature vectors. After loading the pretrained
mBERT model with its default parameter values,
the model is frozen to prevent further updates to
its weights. ClassificationModel6 - a transformer-
based classifier is employed to make predictions
and the hyperparameters and their values used in
the model are shown in Table 5. The hyperparam-
eters which are not mentioned in Table 5 are used
with their default values.

The models are evaluated based on weighted F1
scores by incorporating class weights. Performance
of the proposed models before and after oversam-
pling for both Task A and Task B on Development
and Test sets are reported in Table 6. The pro-

610https://simpletransformers.ai/docs/classificationmodels/

posed models obtained weighted F1 scores of 0.91,
0.91, 0.95, 0.94, and 0.81 securing 11th, 5th, 3rd,
3rd, and 7th ranks for English, Tamil, Malayalam,
Hindi, and Spanish languages respectively in Task
A and weighted F1 scores of 0.14, 0.82, and 0.85
securing 8th, 2nd, and 2nd ranks for English, Tamil,
and Malayalam languages respectively in Task B.
From the table, it is clear that the mBERT mod-
els with oversampling has exhibited comparatively
better weighted F1 scores over the mBERT models
without oversampling. Though oversampling tech-
nique is used to resolve the data imbalance issues,
the proposed methodology has still exhibited low
weighted F1 score for English text. As the oversam-
pling technique increases the number of instances
in the minority classes by duplicating the samples
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Table 8: Samples of misclassification in Task B for English language dataset

in the minority classes, the model becomes too spe-
cialized on the minority class and fails to generalize
well to unseen data resulting in over-fitting.

Table 7 shows the sample text from English and
Hindi labeled Test sets, the actual and predicted
labels (obtained for the Test sets after evaluating
mBERT models fine-tuned with oversampled Train
sets) along with the remarks for Task A and Table
8 shows the sample text from English labeled Test
set, the actual and predicted labels along with the
remarks for Task B. It can be observed that most of
the wrong classifications are due to lack of context.
The data presented in Tables 7 and 8 highlights
a noticeable inconsistency in the usage of content
words within the classes of the Train set. This
inconsistency could potentially be responsible for
erroneous classifications, as the lack of uniformity
in the content word usage might be leading the
misclassification model.

5 Conclusion and Future work

This paper describes the models submitted by our
team - MUCS, to the shared task ”Homophobia/-
Transphobia Detection in social media comments”
at RANLP 2023 for the identification of H/T con-
tent in social media text. TL model with mBERT
are proposed for both Tasks A and B along with
oversampling. These models secured 11th, 5th, 3rd,
3rd, and 7th ranks for English, Tamil, Malayalam,
Spanish, and Hindi respectively in Task A and 8th,
2nd, and 2nd ranks for English, Tamil, and Malay-

alam respectively in Task B. Data augmentation
techniques for handling imbalanced classes with
effective feature extraction techniques will be ex-
plored in future.
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