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Abstract
One reason pretraining on self-supervised lin-
guistic tasks is effective is that it teaches mod-
els features that are helpful for language under-
standing. However, we want pretrained mod-
els to learn not only to represent linguistic fea-
tures, but also to use those features preferen-
tially during fine-turning. With this goal in
mind, we introduce a new English-language di-
agnostic set called MSGS (the Mixed Signals
Generalization Set), which consists of 20 am-
biguous binary classification tasks that we use
to test whether a pretrained model prefers lin-
guistic or surface generalizations during fine-
tuning. We pretrain RoBERTa models from
scratch on quantities of data ranging from 1M
to 1B words and compare their performance on
MSGS to the publicly available RoBERTaBASE.
We find that models can learn to represent lin-
guistic features with little pretraining data, but
require far more data to learn to prefer linguis-
tic generalizations over surface ones. Eventu-
ally, with about 30B words of pretraining data,
RoBERTaBASE does demonstrate a linguistic
bias with some regularity. We conclude that
while self-supervised pretraining is an effec-
tive way to learn helpful inductive biases, there
is likely room to improve the rate at which
models learn which features matter.

1 Introduction

Self-supervised pretraining through language mod-
eling on massive datasets has revolutionized NLP.
One reason this method works is that pretraining
shapes a model’s hypothesis space, giving it in-
ductive biases that help it learn linguistic tasks
(Howard and Ruder, 2018). Numerous probing
studies have provided support for this idea by show-
ing that language models learn representations that
encode linguistic features (Gulordava et al., 2019;
Tenney et al., 2019; Hewitt and Manning, 2019).

However, feature learning is just the first step to
acquiring helpful inductive biases. Models must
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Figure 1: Example of an ambiguous experiment (with-
out inoculation). A model is trained on ambiguous data
whose labels are consistent with either a linguistic or
a surface generalization, and tested on disambiguating
data whose labels support only the linguistic general-
ization. Light green and dark red shading represents
data or features associated with the positive and nega-
tive labels/predictions, respectively.

also be able to learn which features matter. The
NLU datasets these models are often fine-tuned
on are ambiguous and contain artifacts, and often
support multiple possible generalizations. Neural
networks are not mind readers: Models that have
been shown to represent linguistic features some-
times fail to use them during fine-tuning on NLU
tasks, instead adopting shallow surface generaliza-
tions (Jia and Liang, 2017; McCoy et al., 2019). To
this end, recent work in probing pretrained models
advocates for shifting the focus of study away from
whether they represent linguistic features and in
favor of whether they learn useful representations
of those features (Voita and Titov, 2020; Pimentel
et al., 2020; Elazar et al., 2020).

We investigate how RoBERTa (Liu et al., 2019b)
acquires language-specific inductive biases during
self-supervised pretraining. We track separately
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Feature type Feature description Positive example Negative example
Su

rf
ac

e
Absolute position Is the first token of S “the”? The cat chased a mouse. A cat chased a mouse.
Length Is S longer than n (e.g., 3) words? The cat chased a mouse. The cat meowed.
Lexical content Does S contain “the”? That cat chased the mouse. That cat chased a mouse.
Relative position Does “the” precede “a”? The cat chased a mouse. A cat chased the mouse.
Orthography Does S appear in title case? The Cat Chased a Mouse. The cat chased a mouse.

L
in

gu
is

tic Morphology Does S have an irregular past verb? The cats slept. The cats meow.
Syn. category Does S have an adjective? Lincoln was tall. Lincoln was president.
Syn. construction Is S the control construction? Sue is eager to sleep. Sue is likely to sleep.
Syn. position Is the main verb in “ing” form? Cats who eat mice are purring. Cats who are eating mice purr.

Table 1: Schematic examples of the linguistic and surface features in our experiments.

how RoBERTa’s representation of linguistic fea-
tures and its preferences for linguistic generaliza-
tions over surface generalizations change as the
amount of pretraining data increases. We pretrain
RoBERTa from scratch on datasets ranging from
1M to 1B words and evaluate these models along-
side RoBERTaBASE in a series of experiments to
probe the inductive biases of a pretrained model at
the time of fine-tuning on a downstream task.

We probe these models in three kinds of ex-
periments: First, we conduct control experiments
where we fine-tune models on unambiguous binary
classification tasks to test whether they learn to rep-
resent simple linguistic and surface features. Sec-
ond, we conduct ambiguous experiments following
the poverty of the stimulus design (Wilson, 2006),
as illustrated in Figure 1. In these experiments,
we fine-tune a pretrained model on an ambiguous
binary classification task in which the training set
is consistent with both a linguistic generalization
and a surface one. We then test the classifier on
disambiguating data to reveal which generalization
the model adopted, and by extension its preference
among the two features. Third, we conduct inocu-
lation experiments (following Liu et al., 2019a) to
test how hard it is to sway a model with a surface
bias to adopt a linguistic generalization. We do this
by introducing small amounts of disambiguating
data into an otherwise ambiguous training set. We
automatically generate data for all these tasks, and
call the resulting dataset MSGS (Mixed Signals
Generalization Set), pronounced “messages”.

The results show that RoBERTa acquires a
stronger linguistic bias as pretraining increases.
RoBERTaBASE has the strongest linguistic bias,
and requires little to no inoculating data to reli-
ably make the linguistic generalization. In general,
models with more pretraining data can generally be
induced to adopt linguistic generalizations with less

inoculating data. We also find a large gap between
the amount of pretraining data that RoBERTa needs
to learn the linguistic features necessary to general-
ize out-of-domain and the amount it needs to learns
that it should prefer those features when generaliz-
ing. The control experiments on unambiguous data
reveal that models with little pretraining do actually
represent the linguistic features, but nonetheless
show a strong surface bias. In other words, the
main contribution of pretraining to linguistic bias
learning is devoted not to extracting features, but
to learning which features matter.

We conclude that helpful inductive biases can
be learned through pretraining, but current mod-
els require abundant data to do so. The implica-
tions of this conclusion point in two directions:
First, we can probably continue to pretrain on
increasingly massive training sets to improve on
the generalization and few-shot learning abilities
of models like T5 (Raffel et al., 2019) and GPT-
3 (Brown et al., 2020). Second, since models
learn useful features early, there is hope that fu-
ture advances could accelerate by reducing the
amount of data needed to learn which features mat-
ter. To aid in this effort, we release the MSGS
dataset, our pretrained RoBERTas, and all our code:
https://github.com/nyu-mll/msgs.

2 Inductive Bias

Background: Learning Inductive Bias Any fi-
nite set of training examples shown to a learning
algorithm like a neural network is consistent with
infinitely many generalizable decision functions.
Inductive biases are a learner’s preferences among
these functions. An inductive bias can eliminate
certain possible functions altogether, or result in a
preference for some over others (Haussler, 1988).
For instance, an RNN classifier is capable of rep-
resenting any function, but prefers ones that focus

https://github.com/nyu-mll/msgs
https://github.com/nyu-mll/msgs
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mostly on local relationships within the input se-
quence (Dhingra et al., 2018; Ravfogel et al., 2019).

Some recent work seeks to design neural archi-
tectures that build in desirable inductive biases
(Dyer et al., 2016; Battaglia et al., 2018), or com-
pares the immutable biases of different architec-
tures (McCoy et al., 2020; Hu et al., 2020). How-
ever, inductive biases can also be learned by bio-
logical (Harlow, 1949) and artificial systems alike
(Lake et al., 2017). In the language model fine-
tuning paradigm proposed by Howard and Ruder
(2018) and popularized by models such as BERT
(Devlin et al., 2019), a pretrained neural network
plays the role of the learner. Pretraining adjusts a
model’s weights so that it will navigate the hypoth-
esis space during training on a downstream task
more effectively than a randomly initialized model.

There is a difference between learning to extract
a linguistic feature and acquiring a bias towards us-
ing it when generalizing. There is ample evidence
that BERT encodes features such as syntactic cate-
gory and constituency (Tenney et al., 2019; Clark
et al., 2019; Hewitt and Manning, 2019). The ac-
quisition of linguistic features is a prerequisite for a
linguistic bias. However, these findings do not tell
us if the model will make use of these features to
form generalizations during target task training, or
if it will fall back on surface features that account
for most of the data.

Methods: Measuring Inductive Bias We con-
duct three kinds of experiments to probe a model’s
preference for linguistic or surface generalizations:
unambiguous control experiments, fully ambiguous
experiments, and partially ambiguous inoculation
experiments. Figure 1 gives an overview of the
ambiguous experiment design.

First, it only makes sense to compare a model’s
preference between two features if it actually repre-
sents both features. This is the goal behind control
experiments, in which we fine-tune RoBERTa to
classify sentences based on a single linguistic or
surface feature in a totally unambiguous setting.

Second, we conduct ambiguous experiments on
models that pass the controls. We fine-tune a pre-
trained model on a binary sentence classification
task using ambiguous data, which equally supports
both a simple linguistic generalization and a simple
surface one. For example, Figure 1 shows a linguis-
tic task where sentences in the positive class are de-
fined by having a main verb in the “ing” form. We
make the training data ambiguous by introducing a

surface feature that distinguishes the two classes:
In all (and only) training examples with label 1,
the word “the” precedes the word “a”. Based on
this training data, a model could reasonably adopt
either a linguistic generalization or a surface one.

We then test the classifier on disambiguating
data to observe which generalization it made. In
this kind of data, the labels align with the linguistic
generalization, and contradict the surface one: For
example, in Figure 1, “a” now always precedes
“the” in the positive test examples with label 1. We
quantify a model’s inductive bias using a metric we
call the linguistic bias score (LBS). We define LBS
as the Matthews correlation between the model
predictions and the labels on the disambiguating
test set (Matthews, 1975). If LBS is 1, the learner
shows a systematic linguistic bias. If LBS is -1,
it shows a systematic surface bias. If LBS is 0, it
shows neither bias.

Finally, while the fully ambiguous experiments
probe models’ biases in an idealized setting, train-
ing data in more naturalistic contexts often does
contain some evidence supporting a linguistic gen-
eralization over a simple surface one. To simulate
this, we also conduct a series of inoculation exper-
iments (following Liu et al., 2019a), in which we
introduce small amounts of disambiguating data
into an otherwise ambiguous training set. For each
experiment, we replace 0.1%, 0.3%, or 1% of the
training data with examples that support the lin-
guistic generalization and contradict the surface
one. These experiments allow us to compare the
strength of linguistic bias in models that show an
overall surface bias: If two models adopt the sur-
face generalization in the fully ambiguous case, we
can still say that one has a stronger linguistic bias
than the other if it requires less inoculation data to
be swayed towards the linguistic generalization.

3 Evaluation Data

We introduce MSGS (Mixed Signals Generaliza-
tion Set), pronounced “messages”, a dataset we
design to be used in poverty of the stimulus and
inoculation experiments. With the goal of contrast-
ing inductive biases that are helpful and harmful in
most NLP applications, the tasks in MSGS test a
model’s preferences for generalizations based on
linguistic or surface features.

Features under Study Table 3 illustrates the 4
linguistic features and 5 surface features we con-
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Dom. Split LL LS Sentence

In
Train (Ambiguous)

1 1 These men weren’t hating that this person who sang tunes destroyed the vase.
0 0 These men hated that this person who sang tunes was destroying some vase.

Inoc. (Disamb.)
1 0 These men weren’t hating that this person who sang tunes destroyed some vase.
0 1 These men hated that this person who sang tunes was destroying the vase.

Out
Test (Disamb.)

1 0 These reports that all students built that school were impressing some children.
0 1 These reports that all students were building the school had impressed some children.

Aux. (Ambiguous)
1 1 These reports that all students built the school were impressing some children.
0 0 These reports that all students were building that school had impressed some children.

Table 2: A full paradigm from the SYNTACTIC POSITION × LEXICAL CONTENT task. LL and LS mark the
presence of the linguistic feature (Is the main verb in the “ing” form?) and surface feature (Does S contain

“the”?), respectively. Dom. is short for domain.

sider.1 Each feature is meant to be representative
of a broad category of features (e.g. morpholog-
ical features), though the precise implementation
of each feature is necessarily much narrower (e.g.
Does the sentence have an irregular past verb?).
Forming generalizations based on surface features
entails knowledge of the identity of certain words
(in our case, only “the” and “a”), the positional
indices of words in the string, the total number of
words in a string, or whether certain characters are
lowercase or uppercase.2 Forming generalizations
based on linguistic features requires more abstract
knowledge of tense and inflectional morphemes,
parts of speech, the control construction,3 and hi-
erarchical syntactic structures, none of which are
encoded in the surface string.

Dataset Structure MSGS contains 20 ambigu-
ous binary classification tasks each gotten by pair-
ing one of 4 linguistic features with one of 5 surface
features. We write FEAT1 × FEAT2 to denote a task
that combines features FEAT1 and FEAT2. Each am-
biguous dataset contains 50k sentences split into

1We explored a slightly larger set of linguistic features and
excluded several based on initial experiments showing our
models did not encode them. For example, we constructed a
task with the objective of identifying sentences that contain
antonyms (e.g. The little girl likes the big dog.), but found that
only RoBERTaBASE could solve the unambiguous control task.

2Although these are surface properties of the string, they
are not all trivial for RoBERTa due to its subword tokenization.

3The control construction is a syntactic construction in
which a semantic argument of a predicate fills or controls an
argument slot of an embedded verb. The raising construction
is superficially similar, but the filler of the embedded argument
slot is not a semantic argument of the main predicate (Sag
et al., 2003). For instance, Sue is eager to sleep is an example
of control because the NP Sue is the semantic subject of both
eager and sleep. By contrast, Sue is likely to sleep is an
example of raising because Sue is the semantic subject of
sleep, but not of likely. These two phenomena have different
syntactic derivations in some theories (Chomsky, 1981).

training, evaluation, and inoculation sets. MSGS
also includes 9 unambiguous control tasks—one
for each feature. Each control dataset contains 30k
sentences split into training and evaluation sets.

For ambiguous tasks, we generate data in
paradigms of 8 sentences following a 2 × 2 × 2
design, as shown in Table 2. We vary the following
three features: a binary linguistic feature, a binary
surface feature, and the domain from which the
sentence is sampled. We generate in-domain and
out-of-domain sentences from different templates
(see §3:Data Generation for more detail).

As shown in Table 2, we split the data into four
contrasting pairs with different purposes: (1) Train-
ing data is ambiguous in-domain data makes up
99% to 100% of the training set. (2) Inoculat-
ing data is disambiguating in-domain data which
makes up 0.1% to 1% of the training set in exper-
iments with inoculation. We show the classifier
only the linguistic label (LL) to nudge it towards
adopting a linguistic generalization. (3) Test data
is disambiguating out-of-domain data used to test
whether the model adopted the linguistic or surface
generalization. (4) Auxiliary data is ambiguous
out-of-domain data used to test how well the model
adapts to the out-of-domain templates, regardless
of which generalization it makes.

For control tasks, we generate data in paradigms
of 4 sentences following a 2 × 2 design by vary-
ing the feature and domain. We use control tasks
to test whether each pretrained model represents
each feature well enough to fine-tune an effective
classifier in an unambiguous setting.

Data Generation The data is generated from
templates using a generation toolkit from Warstadt
et al. (2020). This toolkit includes a vocabulary
of over 3000 entries labeled with grammatical fea-
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Figure 2: Results on the main experiments measured in Matthews correlation for the surface control tasks (top)
and linguistic control tasks (bottom). Note: For surface tasks a positive score represents a surface generalization.

tures that allow for lexical variation in the data
while maintaining grammatical well-formedness.
Although generated sentences often describe un-
likely or implausible scenarios (e.g., The lawyer
was sinking all canoes), semantic plausibility is
independent of all the features we examine, so this
should not affect a model that genuinely encodes
these features. To prevent out-of-vocabulary tokens
affecting our results, we ensure that every word
stem in the vocabulary appears in the pretraining
datasets for our RoBERTa models (see §4.1).

Our experimental logic only makes sense if
we are reasonably confident that models can only
achieve high test performance by genuinely adopt-
ing a linguistic generalization. However, training
models on generated data can easily lead to overfit-
ting, and classifiers trained and tested on data from
the same domain can achieve perfect performance
even on arbitrary tasks with random labels (Hewitt
and Liang, 2019). For this reason, our primary
evaluations test models’ ability to generalize out-
of-domain. We manipulate domain in two ways:

First, we generate training data and test data for
each dataset from separate in-domain and out-of-
domain templates. Thus a model cannot succeed at
test time simply by recognizing a template or a key
part of a template. For example, in the SYNTACTIC

POSITION × LEXICAL CONTENT paradigm shown
in Table 2, the in-domain data contrasts the main
verb with a verb in a relative clause embedded in
the complement clause of a verb; while the out-of-
domain data contrasts the main verb with a verb in
the complement clause of a noun. In most tasks,

each domain itself is generated from multiple tem-
plates as well to widen the domain and encourage
better generalization during training.

Second, on tasks that test lexical knowledge (for
instance, the knowledge that slept is an irregular
past verb and meow is not), we divide the crucial
lexical items into in-domain and out-of-domain
sets. Thus, a model cannot succeed by memorizing
the keywords associated with each class. See the
Appendix for a more detailed description of the
implementation details for each feature.

4 Models, Pretraining, & Fine-Tuning

We test 13 RoBERTa models in our main experi-
ments: We pretrain 12 from scratch, and also test
RoBERTaBASE pretrained by Liu et al. (2019b).

4.1 Pretraining

Pretraining Data We pretrain RoBERTa using
scaled-down recreations of the dataset used by
Devlin et al. (2019) to train BERT, i.e English
Wikipedia (2.5 billion tokens) and BookCorpus
(800 million tokens). Both are included in the
RoBERTa pretraining data.4 We download the lat-
est Wikipedia dump as of Feb 1, 2020. The original
BookCorpus (Zhu et al., 2015) is no longer avail-
able, so we collect similar data from Smashwords,
the original source of BookCorpus.5

4RoBERTa uses English Wikipedia, BookCorpus, CC-
News, OpenWebText, and STORIES in pretraining.

5We collect our data using the Wikipedia XML
dump https://dumps.wikimedia.org/mirrors.html and data-
processing code https://github.com/attardi/wikiextractor, and
a Smashwords crawler https://github.com/soskek/bookcorpus.

https://dumps.wikimedia.org/mirrors.html
https://github.com/attardi/wikiextractor
https://github.com/soskek/bookcorpus
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Figure 3: Results measured in LBS for each pretraining and inoculating data amount, aggregated over the 20 tasks
in MSGS. We exclude models that fail the corresponding controls, as described in Section 5. High density near
LBS of 1 means many models in that group have a linguistic bias; high density near -1 means many models have
a surface bias. Models with stronger linguistic bias achieve higher LBS with less inoculation data.

We pretrain RoBERTa on four training sets con-
taining different numbers of words: 1M, 10M,
100M, and 1B.6 To make these datasets, we sample
entire Wikipedia articles and Smashwords books in-
dependently, keeping the proportions of Wikipedia
and Smashwords text approximately constant.

Model Sizes Model size is the only hyperparam-
eter we systematically search over during pretrain-
ing. We consider smaller model sizes to prevent
overfitting on small training sets. The detailed con-
figurations of the model sizes are summarized in
the Appendix. We use RoBERTaBASE from Liu
et al. (2019b) as our largest model size. The other
configurations represent a scale roughly based on
settings used in Sanh et al. (2019), Vaswani et al.
(2017), Jiao et al. (2019), and Tsai et al. (2019).

Search Range For dropout, attention dropout,
learning rate decay, weight decay and the Adam
parameters, we adopt the same parameter values
used in Liu et al. (2019b). We fix warm up steps
to be 6% of max steps, peak learning rate to be
5e-4, early stopping patience to be 100M tokens,
and heuristically define the search range of model
size, max steps and batch size for each training set.

Search Results We randomly sample hyperpa-
rameters from the search range and train 25 models
for each of the 1M, 10M, 100M datasets. We train
10 models on the largest (1B) dataset due to re-
source limitations. For each training set size, we
choose three of the resulting models to evaluate. In
order to avoid confounds caused by different model
sizes, for each training set we choose three models

6The publicly available RoBERTaBASE is trained on 160GB
of data, which we estimate to be about 30B words.

of the same size that have the lowest perplexity.
The hyperparameters and validation perplexities of
the selected models are listed in the Appendix.

4.2 Fine-Tuning

We loosely follow the hyperparameter settings that
Liu et al. (2019b) used for fine-tuning on GLUE
tasks (Wang et al., 2018), and use the following
learning rates: {1E-5, 2E-5, 3E-5}. We depart from
Liu et al. in using a batch size of 16 and training for
5 epochs without early-stopping in all runs. These
changes are based on pilots that showed that larger
batch sizes and longer fine-tuning were no more
effective for our tasks.

We conduct 3,471 fine-tuning runs: We fine-tune
13 RoBERTa models: (3 random initializations) ×
(4 pretraining data amounts) + (1 RoBERTabase).
We fine-tune each model 267 times: (3 learning
rates) × ((9 control tasks) + (20 ambiguous tasks)
× (4 inoculation amounts)). We evaluate model
performance using LBS (see §2:Methods: Measur-
ing Inductive Bias).

5 Results & Discussion

We have several main findings: (1) models learn
to represent both surface features and linguistic
features with relatively little data; (2) RoBERTa be-
gins to acquire a linguistic bias with over 1B words
of pretraining data; (3) increasing pretraining data
strengthens linguistic bias; (4) there is considerable
variation in models’ preferences between specific
pairs of linguistic and surface features.

Control results Figure 2 shows the results for
the controls. Performance is near ceiling for most
models and features. Because we evaluate all the
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Figure 4: Results of the ambiguous binary classification tasks measured in LBS for every (linguistic feature, surface
feature) pair. Each plot in the matrix shows the results on the disambiguating test items after training on an
ambiguous task. All experiments on the same row investigate the same linguistic feature; all experiments on the
same column investigate the same surface feature. Each data point represents one run. The x-axis of the point is
the pretraining size of the model, and the y-axis is its LBS. Models with stronger linguistic bias achieve higher
LBS with less inoculation data. Gray points show runs where the corresponding controls did not pass. A black-
and-white version of this figure separating color channels into separate plots, can be found in the Appendix.

models out-of-domain, this result cannot be ex-
plained by the models simply memorizing the fea-
tures from the task training data. Thus, we con-
clude that most pretrained models we test encode
both linguistic and surface features.

The only exceptions are the syntactic category
and syntactic construction features, for which mod-
els with less than 100M perform poorly. In subse-
quent plots, we filter out results where the controls
are not passed. Specifically, if a particular combina-
tion of model checkpoint and learning rate achieves
a Matthews correlation of less than 0.7 on the con-
trol task for feature F , we eliminate all results with
this combination for any task involving F in Figure
3, or represent them as gray points in Figure 4.

Main Experiment Results Figure 3 summarizes
the main experiment results. For a given amount
of pretraining and inoculation data, we consider all
classifiers trained on all 20 tasks in MSGS and plot

the density of their linguistic bias scores (LBSs).

The results in the leftmost box (with 0% inocula-
tion) show that only RoBERTaBASE demonstrates a
consistent linguistic bias in the fully unambiguous
setting. That said, it still adopts the surface bias
much of the time. The other models show a clear
surface bias overall. The results of experiments
with inoculation data show that models with more
pretraining data require less inoculation data to be
swayed towards the linguistic generalization. We
consistently observe, for each pretraining quantity,
a phase transition where the linguistic generaliza-
tion begins to overtake the surface generalization
upon exposure to a certain amount of inoculating
data. For example, the 1B model goes through
this transition between 0.1% and 0.3% inoculating
data. The 100M and 10M models go through this
transition between 0.3% and 1% inoculating data.
The phase transition comes earlier for models with
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more pretraining, indicating they have a stronger
linguistic bias. We also notice distinctive behavior
for the models at the extreme ends of pretraining
data quantity: The 1M model never completes the
transition, suggesting it has a strong surface bias,
and RoBERTaBASE appears to be in the middle of
this transition with 0% inoculating data, suggesting
that even more pretraining data could produce a
model with a more consistent linguistic bias.

These findings are echoed in individual task
results in Figure 4.7 In each plot, models with
the same amount of inoculation data (i.e. points
with a given color) have higher LBS as the
amount of pretraining data increases. Notably, on
ambiguous tasks involving LEXICAL CONTENT,
RoBERTaBASE usually favors generalizations based
on linguistic features without any inoculating data,
which no other pretrained model does. We find this
result quite striking: Even if the labels are perfectly
correlated with the presence or absence of the word
“the”, RoBERTaBASE overlooks that fact in favor of
a deeper generalization based on an abstract feature
like the inflectional form of a verb in a particular
syntactic position. Furthermore, this preference
is clearly acquired through additional pretraining.
The results for MORPHOLOGY × ORTHOGRAPHY

is a typical illustration of the differences between
models. The 1M model never adopts the linguistic
generalization based on the morphological feature,
though it eventually rejects the surface general-
ization. The 100M and 1B models make robust
linguistic generalizations only with 1.0% inoculat-
ing data. By contrast, RoBERTaBASE requires only
0.1% inoculating data (i.e. 10 out of 10k examples)
to adopt the linguistic generalization.

Surface Biases of RoBERTa Our results also
suggest some specific conclusions about which
kinds of surface features RoBERTa pays attention
to.8 For instance, these models have little prefer-
ence for sentence length. As shown in the second
column of Figure 4, most of the models form lin-
guistic generalizations rather than generalizations
based on sentence length, even with no inoculat-
ing data. By contrast, the models strongly prefer
generalizations based on orthography—and to a
lesser extent lexical content and word order—over

7Analogous results for the held out training-condition data,
inoculation data, and auxiliary data are in the Appendix.

8MSGS does not come close to representing the full range
of possible relevant lexical or syntactic features, preventing us
from making strong conclusions about which specific linguis-
tic features RoBERTa has biases in favor of.

linguistic generalizations.

The Success of Pretrained Models Our find-
ings provide insight into why pretraining on mas-
sive datasets is so successful. While linguistic fea-
ture learning is a major effect of pretraining, it
is far from the end of the story: Pretraining also
helps models learn which features are central to
language. However, this second kind of learning
seems to require far more exposure to data with
current models and pretraining techniques. There-
fore, massive datasets are needed to teach models
which features are useful for generalizing.

The data scale at which we observe RoBERTa
beginning to show a linguistic bias (between 1B
and 30B words) is similar to the amount of pretrain-
ing data used by the first pretrained LMs to achieve
major successes at NLU tasks, such as ELMo (Pe-
ters et al., 2018) and BERT (Devlin et al., 2019).
This suggests a crucial data threshold below which
language model pretraining is unlikely to be signif-
icantly helpful for most applications with current
model architectures, and may explain the many-
year gap between the development of neural LMs
and the first major applications of LM pretraining:
The early LMs must have not have been trained
sufficiently to cross that threshold, yielding consis-
tently poor results.

6 Related work

There is increasing interest in studying the induc-
tive biases of neural networks. Much of this work
has grown out of numerous findings that these mod-
els often fail to generalize in ways that task design-
ers intend. For example, Jia and Liang (2017) and
McCoy et al. (2019) demonstrate that ambiguity in
widely used NLU datasets like SQuAD (Rajpurkar
et al., 2016) and MultiNLI (Williams et al., 2018)
leads models like BERT to adopt some surface
generalizations, despite the fact that they represent
linguistic features. This continues to be a problem
for models like RoBERTaBASE which show an over-
all linguistic bias in our experiments. However,
for tasks like NLI, the underlying linguistic feature
depends on a combination of significant syntactic
knowledge, semantic knowledge, and world knowl-
edge. It stands to reason that representations and
preferences for such high level features require
more data to learn than the features we probe.

Other work has used the poverty of stimulus
design to study inductive biases associated with
particular neural architectures during syntactic gen-
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eralization. Ravfogel et al. (2019) train RNNs
on a morphological prediction task using artifi-
cial languages derived from naturally occurring
English text, finding that RNNs show a recency
bias in acquiring agreement rules. McCoy et al.
(2018, 2020) train a seq2seq models on generated
data ambiguous between a surface and a structural
generalization to learn the subject-auxiliary inver-
sion rule in English question formation. They find
that, while tree-structured models show a struc-
tural bias, sequence models do not. Warstadt and
Bowman (2020) conduct related experiments on
subject-auxiliary inversion and other English struc-
tural rules, and find that BERT likely acquires a
structural bias from pretraining.

More abstract inductive biases have also been
studied. Using zero-shot learning in an artificial
language, Lake and Baroni (2018) show that RNNs
lack a bias in favor of learning compositional mean-
ings for new symbols. Gandhi and Lake (2019) and
Gulordava et al. (2020) explore conditions under
which neural networks exhibit a bias towards learn-
ing mutually exclusive meanings for new symbols.

Data augmentation and inoculation have also
been explored previously as a way to influence how
models generalize. McCoy et al. (2019) and Min
et al. (2020) show that small amounts of inocu-
lating data during training on textual entailment
help BERT overlook certain surface generaliza-
tions. Jha et al. (2020) study inoculation using
a constructed language of numerical sequences.
Like us, they generate ambiguous datasets, though
they only compare features that resemble our sur-
face features. They find that it is relatively easy to
nudge models away from shallow generalizations,
but harder to nudge them towards deeper ones.

Finally, several earlier studies explored how in-
creasing training data impacts linguistic knowledge
in LMs. Unlike the present study, these studies
evaluate LMs using an unsupervised acceptability
judgment task on minimal pairs (i.e. not during
fine-tuning), and do not attempt to separate feature
learning from feature preferences. van Schijndel
et al. (2019) find the greatest increase in sensitivity
to acceptability contrasts occurs between training
on 2M and 10M words. Warstadt et al. (2020)
find that while LMs learn agreement phenomena
at a similarly early stage, other phenomena require
more data to learn. Finally, Hu et al. (2020) find
that adopting architectures that build in linguistic
bias, such as RNNGs (Dyer et al., 2016), has a big-

ger effect on the acceptability task than increasing
training data from 1M to 40M words.

7 Future Work & Conclusion

Our experiments shed light on the relationship be-
tween pretraining data and an inductive bias to-
wards linguistic generalization. Our results indi-
cate that, although some abstract linguistic features
are learnable from relatively small amounts of pre-
training data, models require significant pretraining
after discovering these features to develop a bias
towards using them when generalizing. This gives
some insight into why extensive pretraining helps
general-purpose neural networks adapt to down-
stream tasks with relative ease.

We also introduce MSGS, a new diagnostic
dataset for probing the inductive biases of learn-
ing algorithms using the poverty of the stimulus
design and inoculation, and also introduce a set
of 12 RoBERTa models we pretrain on smaller
data quantities. These models could prove to be a
helpful resource for future studies looking to study
learning curves of various kinds with respect to the
quantity of pretraining data.

Finally, while our results naturally lead to the
conclusion that we should continue to pursue mod-
els with ever more pretraining, such as GPT-3
(Brown et al., 2020), we do not wish to suggest
that this will be the only or best way to build mod-
els with stronger inductive biases. Future work
might use MSGS as a diagnostic tool to measure
how effectively new model architectures and self-
supervised pretraining tasks can more efficiently
equip neural networks with better inductive biases.
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A Data Description

MSGS contains 5 surface features and 4 linguis-
tic features, summarized in Table 3 (repeated from
the main body of the paper, for convenience). Im-
plementation details for the features are described
below. The implementation of one feature some-
times depends on other feature it is paired with in
an ambiguous dataset.

Absolute position This feature is 1 iff the sen-
tence begins with the word “the”. We generally
ensure that sentences bearing a value for this fea-
ture contains two clauses and four determiners total.
Some sentences in SYNTACTIC CATEGORY × AB-
SOLUTE POSITION contain fewer than four NPs.
The in-domain and out-of-domain sentences differ
in the order or position of the clauses.

Length This feature is 1 iff the sentence exceeds
some number of tokens. The exact threshold varies
depending on the linguistic feature in an ambigu-
ous task, since different linguistic features lead to
sentences of different length, on average. In mixed
tasks, we vary the length of sentences by adjoining
subordinate clauses (e.g. If Sue wakes) of varying
length to the clause in which the linguistic feature
is varied.

Lexical content This feature is 1 iff the sentence
contains the. The sentences generally contain at
least two clauses and four determiners. The posi-
tion of the varies between in-domain and out-of-
domain sentences.

Relative position This feature is 1 when the pre-
cedes a, and 0 when a precedes the. The sentences
generally contain at least two clauses and four deter-
miners. Thus, there are six different configurations
in which the precedes a, and these are separated
into in-domain and out-of-domain templates.

Orthography This feature is 1 iff the sentence
appears in title case. In the control paradigm, the
sentences generally contain two clauses, whose
positions are varied between in-domain and out-of-
domain sentences.

Lexical semantics This feature is 1 iff the sen-
tence contains a pair of antonyms. In sentences
with label 0, there is a pair of words in a hyper-
nym/hyponym or synonym relation. There are
21 pairs of adjective antonyms and 21 pairs of
verb antonyms (not accounting for different inflec-
tional forms). To prevent the task being solvable

using lexical content, these pairs are divided into in-
domain and out-of-domain sets. There are different
templates corresponding to whether the antonyms
are adjectives, intransitive verbs, or transitive verbs.
Each template appears in both in-domain and out-
of-domain sentences.

Morphology This feature is 1 when the sentence
contains an irregular past tense verb, and 0 when
it contains a 3rd person present plural verb (iden-
tical to the bare form). Sentences either contain
an irregular past tense verb or a regular 3rd person
present plural verb (identical to the bare form). We
do this because other verb forms can be identified
by inflectional morphemes such as -s or auxiliaries
such as have, and so discrimination between them
could in some cases reduce to a lexical content
task. The verbs are divided into in-domain and
out-of-domain sets.

Syntactic category This feature is 1 iff the sen-
tence contains an adjective. To diversify the tem-
plates, we consider all grammatical combinations
of a noun, an adjective, a locative PP, and a proper
name (e.g., Sue is the tall actress in the park, or
The actress is Sue). In out-of-domain sentences we
also include single-word nominal predicates like
president (see the example in Table 3 to control
for the fact that predicative adjectives are always a
single, lowercase word. This gives a total of 19 tem-
plates divided into in-domain and out-of-domain
sets, some with adjectives and some without. The
set of adjectives is also split between domains.

Syntactic construction This feature has value 1
iff the sentence contains the control construction.
In the control construction a semantic argument of
a predicate fills or controls an argument slot of an
embedded verb (Sag et al., 2003). For instance, in
Sue is eager to sleep, the NP Sue surfaces as the syn-
tactic subject of eager, but Sue is also understood as
the semantic subject of sleep. This contrasts with
the raising construction in Sue is likely to sleep,
where Sue is again surfaces as the syntactic subject
of likely in the main clause, and is the semantic sub-
ject of sleep in the embedded position, but is not a
semantic argument of likely. Different predicates
are compatible with control and raising: eager is
a control predicate and likely is a raising predi-
cate. We include control and raising predicates of
three kinds: subject control/raising verbs, object
control/raising verbs, and control/raising adjectives.
Specific predicates are divided into in-domain and



230

Feature type Feature description Positive example Negative example
Su

rf
ac

e
Absolute position Is the first token of S “the”? The cat chased a mouse. A cat chased a mouse.
Length Is S longer than n (e.g., 3) words? The cat chased a mouse. The cat meowed.
Lexical content Does S contain “the”? That cat chased the mouse. That cat chased a mouse.
Relative position Does “the” precede “a”? The cat chased a mouse. A cat chased the mouse.
Orthography Does S appear in title case? The Cat Chased a Mouse. The cat chased a mouse.

L
in

gu
is

tic Morphology Does S have an irregular verb? The cat slept. The cat meows.
Syn. category Does S have an adjective? Lincoln was tall. Lincoln was president.
Syn. construction Is S the control construction? Sue is eager to sleep. Sue is likely to sleep.
Syn. position Is the main verb in “ing” form? Cats who eat mice are purring. Cats who are eating mice purr.

Table 3: Schematic examples of the linguistic and surface features.

out-of-domain sets, but all three kinds of predicates
appear in both domains.

Syntactic position All sentences contain at one
or two embedded clauses. We include six sentence
types, divided into in-domain and out-of-domain.
For example, some sentences contain a relative
clause within a relative clause, or a verb phrase
with a complement clause. Each sentence type
is generated from multiple templates varying the
position of the clauses. The set of -ing verbs is not
split between domains.
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B Pretraining Details

Name L AH HS FFN P

Base 12 12 768 3072 125M
Med 6 12 768 3072 82M
Med-Small 6 8 512 2048 45M
Small 4 8 384 1200 26M
XSmall 3 4 256 1024 15M

Table 4: The RoBERTa model sizes we search over during pretraining. AH = number of attention heads; HS =
hidden size; FFN = feed-forward network dimension; P = number of parameters.

Training Size Model Size Max Steps Batch Size Validation Perplexity

1B BASE 31K 4096 3.84
1B BASE 100K 512 3.93
1B BASE 31K 1024 4.25

100M BASE 31K 1024 4.61
100M BASE 100K 512 4.99
100M BASE 31K 512 5.02

10M BASE 10K 512 10.78
10M BASE 10K 1024 11.31
10M BASE 31K 512 11.58

1M MED-SMALL 10K 512 134.18
1M MED-SMALL 31K 512 139.39
1M MED-SMALL 100K 512 153.38

Table 5: The pretraining parameters of the 12 models we use in our experiments.
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C Additional Results
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Figure 5: Results on the held-out training-condition items (in-domain/mixed) measured in LBS.
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Figure 6: Results on the held-out auxiliary-condition items (out-of-domain/mixed) measured in LBS.
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Figure 7: Results on the held-out inoculation-condition items (in-domain/unmixed) measured in LBS.
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D Black and white versions of Fig. 4
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Figure 8: Results of the mixed binary classification tasks with no inoculation data.
Absolute position

M
or

ph
ol

og
y

Length Lexical content Relative position Orthography

-1.0

-0.5

0.0

0.5

1.0

Sy
nt

ac
tic

 c
at

eg
or

y

-1.0

-0.5

0.0

0.5

1.0

Sy
nt

ac
tic

 p
os

iti
on

-1.0

-0.5

0.0

0.5

1.0

1M 10M 100M 1B base

Sy
nt

ac
tic

 c
on

st
ru

ct
io

n

1M 10M 100M 1B base 1M 10M 100M 1B base 1M 10M 100M 1B base 1M 10M 100M 1B base
-1.0

-0.5

0.0

0.5

1.0

Figure 9: Results of the mixed binary classification tasks with 0.1% inoculation data.
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Figure 10: Results of the mixed binary classification tasks with 0.3% inoculation data.
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Figure 11: Results of the mixed binary classification tasks with 1% inoculation data.


